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1. FOREWORD

The primary goal of the LHC will be that of finding evidence dnts of physics whose signals have
not been detected yet by collider experiments. This indualey physics beyond that so successfully
described by the Standard Model, but also that relevantet@itity sector of the Standard Model which
has not been probed directly so far, namely the Higgs settwe. signatures of new physics are vastly
diverse, but in the majority of the cases they imply chairagemf massive particles, which in turn will
appear in detectors as many-jet events. Although a goodstadeling of the continuum many-jet QCD
production will be needed in order to disentangle such $sgnam the background, we may consider this
situation as a favourable one, since the discovery of newipdiyill be relatively quick and independent
of theoretical assumptions (a much more difficult problert thén be that of understanding which kind
of underlying theory is responsible for the signals detctén even easier case will be that of a very
heavy neutral vector boson, whose dilepton decay shouldabigdily background-free. On the other
hand, the detection of a Standard Model Higgs will be a pretiyiplicated affair, since the signal is
overwhelmed by huge QCD backgrounds, whose good contrberefore mandatory in order to claim
a discovery.



In all cases, the reliability of the outcomes of LHC expernimsewill depend on their capability of
reproducing, and improving, what we know about the Stantiérdel and QCD, through the studies of
a few benchmark processes, the “standard candles”, suéh a& andtt production.

The aim of the SM and Higgs Working Group in Les Houches hazfbee been twofold. On one
hand, we performed a variety of experimental and theolledicaies on standard candles, treating them
either as proper signals of known physics, or as backgrotmdsknown physics; we also addressed
issues relevant to those non-perturbative or semi-petiebingredients, such as Parton Density Func-
tions and Underlying Events, whose understanding will heiat for a proper simulation of the actual
events taking place in the detectors. On the other handradeheannels for the production of the Higgs,
or involving the Higgs, have been considered in some details

This report is organized into four main parts. The first onalslevith Standard Model physics,
except the Higgs. A variety of arguments are treated have full simulation of processes constituting a
background to Higgs production, to studies of uncertasntige to PDFs and to extrapolations of models
for underlying events, from smail-issues to electroweak corrections which may play a role @tore
boson physics. The second part of the report treats Higgsighjrom the point of view of the signal.
In the third part, reviews are presented on the currentsiaitunulti-leg, next-to-leading order and of
next-to-next-to-leading order QCD computations. Finalfe fourth part deals with the use of Monte
Carlos for simulation of LHC physics.
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STANDARD MODEL BENCHMARKS AND
BACKGROUNDS

2. MODEL PREDICTIONS FOR ¢t°t AT THE LHC 1!
2.1 Introduction

Energy dependence of total hadronic cross-sections hasthedocus of intense theoretical interest as a
sensitive probe of strong interactions long before thebdistament of QCD as “the” theory of hadrons.
Even now, notwithstanding creditable successes of pettiveband lattice QCD, alas a first principle
description of total/elastic and inelastic hadronic cresstion is unavailable. More pragmatically, for a
correct projection of the expected underlying activity BtQ, a reliable prediction of total non-diffractive
cross-section is essential to ensure the extraction of hgwaigs from the LHC data. Surely we will have
to depend -at the initial stages of LHC- upon predictionsedasn our current understanding of these
matters. Only much later it may become feasible to use the d&i@ itself towards this goal. Hence, a
critical evaluation of the range of theoretical predicias absolutely essential.

The hadronic cross-section data exhibit, and require eqfilan of, three basic features:
(i) the normalization of the cross section,
(ii) an initial decrease and
(i) a subsequent rise with energy

Various theoretical models exist which are motivated by thaoretical understanding of the strong
interactions. The parameters in these models, in most caseditted to explain the observed low-
energy data and the model predictions are then extrapdiatgite theo!’; at the LHC energies. There
are different classes of models. The highly successful Bcmie-Landschoff parameterisation [1] of the
form

Utot(s) = Xs° + YS_n, (1)

1Contributed by: R.M. Godbole, A. Grau, R. Hegde, G. Panche$rivastava




has been used for a very long time. Here the two terms are stoder as arising from the Regge and
the Pomeron trajectories, thdeing approximately close to zero andbeing close td).5. These values
seem to be consistent with a large, but not all, body of thedmad cross-sections. In this note we will
first present phenomenological arguments for the appragimalues of these parameters which seem
to be required to describe the data satisfactorily. As aanait fact, there also exist in the literature
discussions of the ‘*hard’ pomeron [2] motivated by the dipancies in the rate of energy rise observed
by E710 [3], E811 [4] and the CDF [5]. In addition, a varietynobdels exist wherein the observed energy
dependence of the cross-section, along with few very genegairements of factorisation, unitarity
and/or ideas of Finite Energy Sum Rules (FESR), is used ayméte the values of model parameters [6—
11]. The so-obtained parameterisations are then exterweubke predictions at the LHC energies.
There also exist QCD-motivated models based on the mirigjabalism [12—-14], wherein the energy
rise of the total cross-sections is driven by the increasimgber of the lowe gluon-gluon collisions.
These models need to be embdedded in an eikonal formalisindlfoften the violent energy rise
of the mini-jet cross-sections. Even after eikonalisatibe predicted energy rise is harder than the
gentle one observed experimentally [14, 16]. A QCD-basedehwhere the rise is further tamed by
the phenomenon of increasing emission of soft gluons by #étenee quarks in the colliding hadrons,
with increasing energy [17, 18], offers a consistent desiom of o1, . Thus we have a variety of model
predictions foro} at the LHC. In this note we compare these predictions witth edher in order to
obtain an estimate of the “theoretical” uncertainty on them

2.2 Phenomenological models

The two terms of eq1) [1] reflect the well known duality betm resonance and Regge pole exchange
on the one hand and background and Pomeron exchange onénesstiablished in the late 60’s through
FESR [19]. This correspondence meant that, while at lowggntite cross-section could be written as
due to a background term and a sum of resonances, at highgyeéimsould be written as a sum of Regge
trajectory exchanges and a Pomeron exchange.

Our present knowledge of QCD and its employment for a deenf hadronic phenomena can
be used to provide some insight into the “two component”cstme of the eq.[{1). This begins with
considerations about the bound state nature of hadron$wikipessarily transcends perturbative QCD.
For hadrons made of light quarkg) @nd gluons ¢), the two terms arise frormpg andgg excitations. For
these, the energy is given by a sum of three terms: (i) théiootd energy, (ii) the Coulomb energy and
(i) the “confining” energy. If we accept the Wilson area gmture in QCD, (iii) reduces to the linear
potential [20, 21]. Then the hadronic rest mass for a stangbtilar momentum J can be obtained by
minimising the expression for the energy of two masslestges (g or gg) separated by a distance
This can then be used to obtain the two sets of linear Reggetinaesa; (s)

C;a 1
a;(s) = ; + (802"7')8 = a;(0) + as. (2)
where: = 1referstogq, ¢ = 2 refers togg, 7 is the “string tension” and the Casimir's afg =

Cr = 4/3,Cy = Cg = 3. aisthe QCD coupling constant evaluated at some average vélue
Note thata; arenotthe coupling constants. Employing our present understgnitiat resonances are
qq bound states while the background, dual to the Pomerongisdad by gluon-gluon exchanges [21],
the above equation can be rewritten as

ap(0) 9
—aR(O) = CG/CF —u

If we restrict our attention to the leading Regge trajegtogmely the degenerate— w — ¢ trajectory,
thenar(0) = n =~ 0.48 — 0.5, and we obtain foe ~ 0.08 — 0.12, a rather satisfactory value. The
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same argument for the slopes gives

/

4

4 — Cp/Co = 5. (4)
so that if we take for the Regge slopg, ~ 0.88 — 0.90, we get fora/, ~ 0.39 — 0.40, in fair

agreement with lattice estimates [22].

We now have good reasons for a break up of the amplitude inboctmponents. To proceed
further, it is necessary to realize that precisely becausgshass hadrons do not exist, €. (1) violates the
Froissart bound and thus must be unitarized. To begin this tat us first rewrite eq1) by putting in
the “correct” dimensions

Grot(s) = 01(s/3) + 02(5/5)"/?, (5)

where we have imposed the nominal value= 1/2. Itis possible further, to obtain [18] rough estimates
for the size of the parameters in €. (5). A minimum occup(s) ats = 35, for oy = 2¢oy. If we
make this choice, then el (5) becomes

Giot(s) = o1 [1 + 2¢(5/38)%) 4+ o1[(s/5)° — 1]. (6)

eq. [®) separates cleanly the cross-section into two ptugsfirst part is a “soft” piece which shows a
saturation to a constant value (but which contains no risd)the second a “hard” piece which has all
the rise. In the eikonalised mini-jet model used by us [18]tiking part of the cross-sectian, ;4 is
provided by jets which are calculable in perturbative QCbyiating (at least in principle) the need of
an arbitrary parameter An estimate otr; can also be obtained [18] and+s40 mb.

As said earlier, the DL parameterisation [1] is a fit to thesBrg data of the form given by
eq. [), withe = 0.0808,n = 0.4525. This fit has been extended to include a 'hard’ pomeron [2] due
to the discrepancey between different data sets. The BH Inf@ldgives a fit to the data using duality
constraints. The BH fit fos™ = o7 /oPP as a function of beam energy is given as,

o =co+erln(v/m) + caIn?(v/m) + Bpr(v/m)* 1 4+ 6(v/m)> ",

whereu = 0.5, = 0.415 and all the other parameters in mb age= 37.32,¢; = —1.440 +0.07,¢co =
0.2817 + 0.0064, 6pr = 37.10,0 = —28.56. The fit obtained by Igi et al [8] using the finite energy
sum rules (FESR) gives LHC predictions very similar to thgaeen by the BH fit. Avila et al. give

a fit [9] using analyticity arguments whereas Cudell et al [di@e predictions at the LHC energies by
extrapolating fits obtained to the current data using agamsttaints from unitarity, analyticity of the S-
matrix, factorisation, coupled with a requirement thatd¢hess-section asymptotically goes to a constant
plus aln s or In? s term, in the framework of the COMPETE program.

In the mini-jet models the energy risef’ is driven by the increase with energy of ﬂnﬁt given
by
Vs ! d6 5515
= [ [ dn [ Y e @)
Ptmin 4p2/8 4p%/($13)

ikl dpe
where subscripta andb denote particlesy; p,...), i, j, k, [ are partons andy, z- the fractions of the
parent particle momentum carried by the partén= xx2s andg are hard partonic scattering cross—

sections. As said before, the rise with energy of this ceesdion is too steep, and hence it has to be
imbedded in an eikonal formulation given by,

o =2 / d?B[1 — e Smx(b9)] (8)

where23m x (b, s) = n(b, s) is the average number of multiple collisions which are Rwigdistributed.
As outlined in eq.[{B) this quantity too has contributionsnig from soft and hard physics and can be
written as

’I’L(b, 8) = Nsoft + Npard = Asoft(b)gsoft(s) + Ajet(b)gjet(s)- (9)
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In the second step the numbe(b, s) has been assumed to be factorizable into an overlap fundtioh
and the cross-sectian The assumption of factorisation as well as the split up betwthe two contribu-
tions, hard and soft, are only approximate. The extent tahvtiiis softens the energy rise, depends on
theb dependence oi(b, s), i.e., that ofA(b) in the factorised case. The normal assumption of using the
same form ofA(b) for both the hard and the soft part, given by the Fourier fans of the electromag-
netic Form Factor (FF), still gives too steep a rise evenim Hikonalised Mini-jet Model (EMM) [15].

In our model this rise is tamed by including the effect on ttams$verse momentum distribution of the
partons in the proton, of the soft gluon emission from thewne¢ quarks in the proton [17]; the effect
increases with increasing energy. The non-perturbatifepsat of the eikonal includes only limited
low-energy gluon emission and leads to the initial decréaske proton-proton cross-section. On the
other hand, the rapid rise in the hard, perturbative jetqfdtie eikonal is tamed into the experimentally
observed mild increase by soft gluon radiation whose mamirenergy {,...) rises slowly with energy.
Thus the overlap functiond(b) are no longer a function éfalone. We denote the corresponding overlap
function by Apn (b, gmaz) [17] determined byy,,.., which depends on the energy and the kinematics
of the subprocess. What we use is an average value over atiadheentum fractions of the parent par-
tons. We need to further make a model for the 'soft’ part whghetermined by the nonperturbative
dynamics. It is this part of the eikonal that contributeshed!”; at high energies, the turn around from
the decreasing Regge behaviour to the softly rising bebaémund,/s ~ 15 GeV, where the hard part
contribution is miniscule. We have further postulated tha&tg,,,... is the same for the hard and soft
processes at low energy, parting company aroLih@GeV where the hard processes start becoming im-
portant. A good fit to the data requires that,.. at low energies to be a very slowly increasing function
of energy, with a value aroun@20 MeV at /s = 5 GeV rising to about).24 MeV, /s > 10 GeV,

the upper value of this soft scale being completely consiistéth our picture of the proton. Further, we
need to fix one more parameter for nonperturbative regi@y fhy;. For thepp case it is a constant,
which will fix the normalization ot} , whereas for thep case the duality arguments suggest that there
be an additional/s-dependent piece 1/,/s. Thus neglecting the real part of the eikonalb, s) in our
model is given by

’I’L(b, S) = ABN(b7 qfr?({é)ofg}; + ABN(b7 qgrfém)o-jd(s; ptmin)7 (10)
where 5
Uggft = 0y, Uggft =oo(l+ %) (11)

Thus the parameters of the model arg;,, andog. In addition, the evaluation of g involves the
«s inthe infrared region, for which we use a phenomenologicahfinspired by the Richardson Potential
[17]. This involves a parameterwhich for the Richardson Potential takes valuevalues ofpy,in, oo
andp which give a good fit to the data with the GRV parameterisatibthe proton densities [23] are
1.15 GeV, 48 mb and3/4 respectively, as presented in Ref. [18]. These values argistent with the
expectations of the general argument [18]. We expect thesefh values to change somewhat with
the choice of parton density functions (PDF). Since we atienately interested in the predictions of
the model at TeV energies, we need PDF parameterisationshvelaver aQ? range betweer2 and
10* GeV?, as well as are valid up to rather small valuescaf~ 10_5). Further, since our calculation
here is only LO, for consistency we have to use LO densities. h&Ve repeated the exercise then for
a range of PDF’'s [24—-26] meeting these requirements. We lfiadit is possible to get a satisfactory
description of all the current data, for all the choices off2xonsidered. The corresponding range of
values ofpyin, 00 @ndp are given in Table 1. The predictions of this modified EMM miagean a range
which are presented and discussed in the next section.

2.3 Model predictions for o} atthe LHC

Figurell summarises the predictions of the different modiedsribed in the previous section. The shaded
area gives the range of predictions in the Eikonalised feinmodel with soft gluon resummation [18]
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Table 1: Values 0p.mi» andoy corresponding to the different parton densities in thegrpfor which the EMM (as described
in Ref. [18]) gives a satisfactory descriptionaf; .

PDF Ptmin (Gev) go (mb) p

GRV [23] 1.15 48 0.75
GRV9%4lo [24] 1.10 46 0.72
1.10 51 0.78

GRV98lo [25] 1.10 45 | 0.70
1.10 50 0.77

MRST [26] 1.25 47.5 0.74
1.25 44 0.66

Table 2: Values ofig, a1, a2, as andb parton densities in the proton, for which the EMM (as desaim Ref. [18]) gives a
satisfactory description of.}; .

ao (Mb) | a1 (mb) | b | az (mb) | as (mb)

Top edge 23.61 54.62 | -0.52 1.15 17
Center -139.80 | 193.89 | -0.11 | 13.98 -.14
Lower edge| -68.73 | 125.80 | -0.16 | 11.05 -.16

(the G.G.P.S. model), the different PDF’s used giving theyeaas described in the earlier section. The
solid line gives prediction obtained using the GRV partonsites [23] in the model. The long-dashed
dotted curved), indicates the predictions of the DL fit [1]. The dotted (Btt)rve ¢) and the uppermost
dashed curved), are the results of two analytical models incorporatingstraints from unitarity and
analyticity, from [6] and [9], respectively. The prediati@btained by Igi et al using FESR follows very
closely that given by the BH curve. Furthermore, the shaghddotted curveb] is the result of a fit by
the COMPETE collaboration [10]. The parameterisation fierDL curve and BH curve is already given
in the last section. It is gratifying to see that the rangeestits of our QCD motivated minijet models
for the LHC span the other predictions based on models usiiigrity, factorisation, analyticity fitting
the current data. Thus the predictions seem consistenteaith other.

In case of the EMM model results we have parameterised themaii? s fit. We found that in
most cases this gave a better representation of our rebalset fit of the Regge-Pomeron type of the
form of eq. [1). The top edge of the EMM model prediction isabiéd for the MRST parameterisation
whereas the lower edge for the GRV98lo. We give fits to ourlte$or o7 of the form,

ot = ao + ars” + az In(s) + agn*(s). (12)

2.4 Conclusions

We thus see that the range of the results forafig from our QCD motivated EMM model [18] spans
the range of predictions made using the current data anda@earguments of unitarity and/or factoriza-
tion. Furthermore, we givin?(s) parameterisation of the model results &, which may be used in
evaluating the range of the predictions for the underlyignéat the LHC.
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Fig. 1: Predictions forth in various models. The shaded area gives the range of résults Eikonalised mini-jet model
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3. TUNING MODELS FOR MINIMUM BIAS AND THE UNDERLYING EVENT 2
3.1 Introduction

PYTHIA version 6.3 introduces major changes related to #mcdption of minimum bias interactions
and the underlying event (UE) [27, 28]. There is a new, mophsticated scenario for multiple inter-
actions, new p-ordered initial- and final-state showers (ISR and FSR), améw treatment of beam
remnants [27, 28].

PYTHIAG.2 has been shown to describe both, minimum bias adénlying event data reasonably
well when appropriately tuned [29-31]. A tuning for PYTHI&Gas successful as the ATLAS [30] and
CDF [31] tunings for 6.2, has yet to be proposed. Howevesg sktuned parameters for PYTHIAG.3
which generate minimum bias and underlying event distidlogt with reasonably good agreement with
the data are presented in this report.

JIMMY [32] is a library of routines which should be linked tbed HERWIG Monte Carlo (MC)
event generator [33] and is designed to generate multiplpacattering events in hadron-hadron
events. JIMMY implements ideas of the eikonal model whiandiscussed in more detail in Ref. [34].
The multiparton interaction is calculated using the cresstion for the hard subprocess, the conventional
parton densities and the area overlap functid(h) [32]. JIMMY, however, is limited to the description
of the underlying event and should not be used to predictmmim bias events [32].

In this report, in addition to the tunings for PYTHIAG6.323lioth, minimum bias [35-39] and the
underlying event [40, 41], we also propose a tuning for JIMMlYto the underlying event.

3.2 Minimum bias events

Table[B displays the relevant PYTHIA6.3 parameters tungbeaninimum bias data [35-39]. It shows
the ATLAS tuning [30] used in PYTHIAG6.2 in recent ATLAS dathatlenges [42, 43], and the new
proposed PYTHIAG.3 tuning which is labelledin-bias The PYTHIAG6.323 tuning for the underlying
event is also shown in Tall¢ 3. The parameteidimbiaswere specifically obtained for PYTHIA6.323
with CTEQG6L as the selected PDF set. For the purpose of caosgparthe corresponding default values
in PYTHIA6.323 [28] are also shown in the table.

3.21 Predictions vs. minimum bias data

Throughout this report, minimum bias events will be definsdhan-single diffractive inelastic (NSD)
interactions, following the experimental definition usedd5—39]. In the PYTHIA language, this means
that subprocesses 94 and 95 are switched on (MSUB(94)=1 &1dB{P5)=1). The MC distributions
have also been adapted to reproduce the particle seleetipirements applied to the data by setting
7Y, K, andA° as stable particles.

Figurel2 shows distributions generated by PYTHIA6.323 - {dias compared to minimum bias
data. In Fig[P(a) the generated charged particle muliiplitistribution (KNO variables) is compared
to data measured ats = 900 GeV. Figur&l2(b) compares the Min-bias tuning prealicto the charged
particle density distribution, di\/dn, at/s = 1.8 TeV. In Fig[2(c) dN,/dn atn = 0 for a wide range
of /s is shown for PYTHIA6.214 - ATLAS and PYTHIA6.323 - Min-bia3here is a reasonably good
agreement between distributions generated with the PYBE823 - Min-bias tuning and the data.

At the qualitative level, the agreement between data an®P¥iEHIA6.323 - Min-bias tuning is
very similar to the agreement seen between the previous Ailufiing (PYTHIAG.2 - ATLAS) and the
minimum bias data (see Ref. [30]).

2Contributed by: A. Moraes, C. Buttar
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Table 3: PYTHIAG6.323 default, Min-bias, UE and PYTHIA6.2 TIBAS parameters.

PARP(82)=2.0

PARP(84)=0.4

PARP(89)=1.8

PARP(90)=0.25

PARP(82)=1.8

PARP(84)=0.5

PARP(89)=1.0

PARP(90)=0.16

PARP(82)=2.3

PARP(84)=0.5

PARP(89)=1.8

PARP(90)=0.20

Default ATLAS Min-bias UE Comments
(PYTHIA6.323) [28] | (PYTHIA6.214) [30] (PYTHIA6.323) (PYTHIA6.323)
MSTP(51)=7 MSTP(51)=7 MSTP(51)=10042 MSTP(51)=10042 PDF set
CTEQ5L CTEQ5L MSTP(52)=2 MSTP(52)=2
CTEQSL (from LHAPDF) | CTEQ6L (from LHAPDF)
MSTP(68)=3 MSTP(68)=1 MSTP(68)=1 MSTP(68)=1 max. virtuality scale
and ME matching for ISR
MSTP(70)=1 - MSTP(70)=2 MSTP(70)=2 regul. scheme for ISR
MSTP(82)=3 MSTP(82)=4 MSTP(82)=4 MSTP(82)=4 complex scenario + double|
Gaussian matter distributio
- PARP(67)=1 - - parameter regulating

PARP(82)=2.6

PARP(84)=0.3

PARP(89)=1.8

PARP(90)=0.24

ISR
Pt,in PArameter

hadronic core radius
(only for MSTP(82)=4)

energy scale (TeV) used tg
calculate p_

power of the p_ ;.

energy dependence

3.22 LHC predictions for minimum bias events

FigureB(a) shows charged particle density distributiorssieudorapidity for minimum bias pp collisions
at /s = 14 TeV generated by PYTHIA6.214 - ATLAS and PYTHIA6.323 -rvbias. The charged
particle density generated by PYTHIA6.214 - ATLAS and PYRAAI323 - Min-bias at) = 0 is 6.8 and
7.1, respectively. Note that the diNdn shape is slightly different in the two predictions, espkgia
the range2.5 < 1 < 6.5.

Compared to the charged particle density,.gth measured by CDF at 1.8 TeV (FIg. 2(b)), both
models indicate a plateau rise ©f70% at the LHC in the central region.

The average charged particle multiplicity in LHC minimunasicollisions,< n., >, is 91.04
and 88.72 charged particles as predicted by PYTHIA6.214 -89 and PYTHIA6.323 - Min-bias,
respectively. Even though PYTHIA6.323 - Min-bias prediathigher central plateau, the integrated
multiplicity is smaller than that predicted by PYTHIA6.21ATLAS because the former also generates
a slightly narrower diy,/dn spectrum compared to the latter.

The p spectrum of charged particles produced in LHC minimum biants is displayed in
Fig.[d(b). Once again, PYTHIA6.323 - Min-bias is compare®¥IrHIA6.214 - ATLAS. The “soft” part
of the spectrum (p< 5 GeV) is very similar as predicted by the two models, howeverIRIA6.323 -
Min-bias generates a harder hightpil than PYTHIA6.214 - ATLAS.

3.3 Underlying event

The PYTHIA6.323 tuning for the underlying event, labellg&, is also shown in Tablgl 3. As for the
Min-bias tuning, the parameters in PYTHIA6.323 - UE were specificaliyained for CTEQ6L as the
selected PDF set. Note that there are differences betweedEhand Min-bias tunings. These can be
seen in the p . parameter PARP(82) and in the choice for the hadronic caliesgdPARP(84)).

in
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PYTHIA6.214 - ATLAS and PYTHIA6.323 - Min-bias. (b) Charggdrticle p spectrum for NSD pp collisions afs = 14

TeV.

3.31 JIMMY4.1 tuning
JIMMY4.1 linked to HERWIG6.507 has been tuned to descrilee UE as measured by CDF [40, 41]
and the resulting set of parameters, labelled UE, is showlalite[4. As for PYTHIA6.323, the tuned
settings were obtained for CTEQG6L. The default parameteralao included in Tabld 4 for comparison.
JMRAD(91) should also be changed to the same value used fRAIN73) when antiprotons are used

Table 4: JIMMY4.1 default antlE parameters for the underlying event.

JMRAD(73)=0.71

PRSOF=1.0

JMRAD(73)=1.8

PRSOF=0.0

Default UE Comments
JMUEO=1 JMUEO=1 multiparton interaction
model
PTMIN=10.0 PTMIN=10.0 minimum pr in
hadronic jet production
V5 0274 o
PTJIM=3.0 PTJIM=2.8 x (1'8 ch) minimum pr of secondary

scatters when JIMUEO=1 or

inverse proton
radius squared

probability of a soft
underlying event

in the simulation (e.g. Tevatron events).

Notice that an energy dependent term has been introducetJilvVHor the UE tuning. This leads
to a value of PTJIM=2.1 forpcollisions at,/s = 630 GeV and PTJIM=4.9 for the LHC centre-of-mass
energy in pp collisions.
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3.32 Predictions vs. UE data

Based on CDF measurements [40], the UE is defined as the amgglan in¢ which is transverse to
the leading charged particle jet.

Figurel2(d) shows PYTHIA6.323 - UE (Talilk 3) and JIMMY4.1 - (J&blel4) predictions for the
UE compared to CDF data [40] for the average charged paficle 0.5 GeV and|n| < 1) multiplicity
in the underlying event. A distribution, generated with A¥d_AS tuning for PYTHIA6.2 and used in
recent ATLAS data challenges is also included in the plotcfumparison. There is a reasonably good
agreement between the proposed tunings and the data. Thbutisn shapes are slightly different
in the region of B, < 15 GeV. PYTHIA6.323 - UE underestimates the data while JIMMY4UE
overestimates it at low:P. .

Another measurement of the UE event is made by defining twesom — ¢ space, at the same
pseudorapidityy as the leading £ jet (calorimeter jet) andt90° in the azimuthal directiong [41].
The total charged track momentum inside each of the two candgen measured and the higher of
the two values used to define the “MAX” cone, with the remainaone being labelled “MIN” cone.
Figure[3 shows PYTHIA6.323 - UE predictions for the UE conggbito CDF data [41] for the: p; >
of charged particles in the MAX and MIN cones fgp pollisions at (a),/s = 630 GeV and (b) 1.8 TeV.
JIMMY4.1 - UE predictions are compared to the data in Big. 6thBunings describe the data with good
agreement, however, this only has become possible by tuhexgnergy depence terms which regulate
the minimum p cut-off parameters in both generators (PARP(82), (89) & for PYTHIAG6.3 and
PTJIM for JIMMY4.1).

3.33 LHC predictions for the UE

Figure[® shows PYTHIA6.323 - UE (Tablé 3), JIMMY4.1 - UE (TaBl) and PYTHIAG6.2 - ATLAS
predictions for the average multiplicity in the UE for LHC ppllisions. The CDF data {pcollisions at
/s = 1.8 TeV) for the average multiplicity in the UE is also ing&d in Fig[6.

A close inspection of predictions for the UE given in Hif). GBpows that the average charged
particle multiplicity in the UE for leading jets with:P > 20 GeV reaches a plateau at 6 charged
particles according to JIMMY4.1 - UEy 6.5 for PYTHIA6.214 - ATLAS and~ 7.5 according to
PYTHIAG6.323 - UE. Expressed as particle densities per girit¢, where the UE phase-space is given
by AnA¢ = 4x/3 [31,40], these multiplicities correspond to 1.43, 1.56 &riP charged particles per
unitn—¢ (p; > 0.5 GeV), as predicted by JIMMY4.1 - UE, PYTHIAG6.214 - ATLAS and'PHIA6.323
- UE, respectively.

The distribution shapes also show significant differencesveen the model predictions. The
shape of the multiplicity distribution, generated by PYR81323 - UE, is considerably different from
the other two models in the region of P < 25 GeV.

jet ~~
3.4 Conclusions
In this report we have proposed minimum bias and underlywenetunings for PYTHIA6.323 and

JIMMY4.1 (see TableBI3 arid 4).

The minimum bias tuning for PYTHIAG6.323in-bias - Table[B) has been shown to describe the
minimum bias data at different colliding energies (figs.) 2(&)).

LHC predictions from PYTHIA6.323 - Min-bias and PYTHIA6.2% ATLAS do not show any
severe differences. There are some noticeable differahoegh. The shape of didy is narrower in
the distribution generated by PYTHIA6.323 - Min-bias comguhto that from PYTHIA6.214 - ATLAS.
Another difference is seen for djNdp;. PYTHIAG.323 - Min-bias generates agpectrum with a harder
tail compared to the prediction from PYTHIA6.214 - ATLAS.

As for the minimum bias tuning for PYTHIA6.323, the undengi event tunings for
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E

PYTHIA6.323 and JIMMY4.1 (Tabld]3) have also been shown tecdbe most of the UE data
made available by the CDF Collaboration [40, 41]. Howevemparisons to data also indicate that
these models need improvements, especially regarding ¢dapability to correctly describe the ratio
< py >I< Nepg > inthe UE.

Comparing PYTHIA6.323 - UE, JIMMY4.1 - UE and PYTHIA6.214 TRAS at the LHC, one
can clearly notice differences in the shapes of the dididhe predicted by PYTHIA6.323 - UE and the
other two models, as shown in FIg. 6

Tuning the JIMMY parameter PTJIM to include an energy dependactor made it possible to
describe the MAX-MIN< p; > distributions at different energies.

As a final point, we would like to mention that this is aongoing study. At the moment these
are the best parameters we have found to describe the dates the models are better understood, the
tunings could be improved in the near future.
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4. SMALL 23

Almost every event recorded at the LHC will involve collisg of partons, mostly gluons, carrying
a relatively small proportion of the longitudinal momentatioe colliding beams. Even benchmark
cross sections such & and Z production are largely made up of contributions from pastoarrying
rather small values of. However, parton distribution functions and parton evolutare relatively
poorly understood when is small, due to the smait logarithms which render the usual (fixed order)
perturbation expansion unreliable. This is a serious prolgince to make a theoretical prediction for
an LHC process we must first obtain reliable parton distidioufunctions (typically by analysis of data
from HERA), and then evolve these partons to scales appttepior the LHC.

Here we will consider three separate aspects of this pralférstly, we consider the sensitivity of
the W andZ cross sections, and in particular their rapidity distrifus, to small: parton distributions.
We also consider how from an experimental perspective thess sections may eventually be used to
improve our knowledge of parton distribution functionsc&adly, we will consider the current theoret-
ical status of smalk resummation, using collinear resummation of the BFKL keatd.O and NLO,
and the prospects for accurate calculations by the time we bielC data. Finally, we consider how we
might search for footprints of BFKL dynamics in LHC data agkrapidities.

4.1 Low-z physics andV and Z production at the LHC *
4.11 Introduction

The kinematic plane for the LHC is shown in FIg. 7, which tlates the kinematics for producing a
state of mass\/ and rapidityy into the deep inelastic scattering variabl€g, the scale of the hard
sub-process, and the Bjorkernvalues of the participating partons. The scale of the piegiven by
Q? = M? and the Bjorkenr values by,z; = (M/\/s)exp(y), and,zo = (M/+/s)exp(—y), where
y is the parton rapidityy = 1ln EEJF”Z) Thus, at central rapidity, thesevalues are equal, but as one
moves away from central rapldlty, one parton moves to highemd one to lower, as illustrated by the

3Contributed by: R.D. Ball, M. Cooper-Sarkar, V. Del Duca
4Author: A.M. Cooper-Sarkar
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Fig. 7: Left plot: The LHC kinematic plane (thanks to JamegiBg). Right plot: PDF distributions af* = 10, 000 GeV?.

lines of constany on the plot. The first physics to be studied at the LHC will bestdtively low scales,
where the large cross sections ensure that even low lurtynasining will yield copious numbers of
events. Thus the LHC will begin by studying standard mod®&)Bhysics, calibrating our knowledge
of the detectors on these well known processes. Study offFgakes it clear that the cross sections
for these processes are only well known if the parton digiolm functions (PDFs) of the proton are
well known at smallz. This assumes that the theoretical formalism of NLO QCD,mabaglied in the
DGLAP equations, is valid at small; since this is the formalism used for determining PDFs. B th
present contribution we address the question of how PDFrtaicges at lowx affect the SM processes
of W andZ production at the LHC.

The major source of information on low-physics in the last decade has been the HERA data.
One of the most striking results of HERA was observation oluaaxpected rise of thé, structure
function at low=. The interpretation of the rise iR,, in the DGLAP formalism, attributes it to a strong
rise in the gluon distribution function at low;: since the gluon drives the sea distributionsgby~ ¢¢
splitting. In fact, the DGLAP equations predict that, athi@?( 2 100 GeV?), a steep rise of the gluon
and the sea at low-will evolve from flat input shapes at a lo@?(~ 4 GeV?). Nevertheless, the
rise was unexpected, firstly, because most theoreticigoscted any such tendency to be tamed either
by screening effects, or by gluon recombination at high igldensity. Secondly, because the rise was
already present for lo)?(~ 1 — 2 GeV?) - even lower than the conventional starting scale for QCD
evolution. Hence the observation of the rise led to excitgnrea somewhat orthogonal section of the
theoretical community, where a steep rise at t@whad been predicted in the BFKL formalism, which
resums diagrams involvinigi(1/). Such resummations are not part of the conventional DGLAB?)
summations.

However, even though the observation of a risépfat low = and lowQ? defied conventional
prejudice, it can be accommodated within the conventionaLBP formalism provided sufficiently
flexible input shapes are used at a low enough input scale {aksw to beQ? ~ 1 GeV?). In fact it
turns out that whereas the input sea distribution is stlhg at lows, the input gluon distribution has
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turned over to become valence-like, and is even allowed ¢orbe negative in some parameterizations.
This counter intuitive behaviour has led many QCD theotistselieve that the conventional formalism

is in need of extension [44]. In Sdc.}.2 we describe recemk wothis area. The present section is
concerned with how well the PDFs are known at loywvithin the conventional framework, and how
this affects the predictions fa# andZ production at the LHC. These processes have been suggssted a
‘standard-candles’ for the measurement of luminosity beedheir cross sections are ‘well known’. In
the present contribution we investigate to what extentithigally true - and what might be done about

it.

4.12 W andZ Production at the LHC

At leading order (LO) W and Z production occur by the procesg; — W/Z. Consulting Figl7, we
see that at central rapidity, the participating partonsh&wall momentum fractions; ~ 0.005, and
over the measurable rapidity randg|, < 2.4, = values remain in the rangg,10~* < z < 0.05. Thus,

in contrast to the situation at the TeVatron, the scatteisrigappening dominantly between sea quarks
and anti-quarks. Furthermore, the high scale of the pro@éss- M? ~ 10,000 GeV? ensures that
the gluon is the dominant parton as also illustrated in[Bigvitere the PDFs for all parton flavours are
shown forQ? =~ 10,000 GeV2. Hence the sea quarks have mostly been generated by therftaival

g — qq splitting process. Thus the precision of our knowledg&lofind Z cross sections at the LHC
is crucially dependent on the uncertainty on the momentuwstriblition of the gluon at lowe. This is
where the HERA data come in.

Figure[® shows the sea and gluon PDFs (and their uncersirgidgracted from an NLO QCD
PDF fit analysis to world data on deep inelastic scatterimjore and after HERA data are included.
The latter fit is the ZEUS-S global fit [45], whereas the fornsea fit using the same fitting analysis but
leaving out the ZEUS data. The full PDF uncertainties fohldags are calculated from the eigenvector
PDF sets of the ZEUS-S analysis using LHAPDF [46]. The impment in the level of uncertainty is
striking.

Figure[d illustrates how this improved knowledge of the glamd sea distributions has improved
our knowledge o#/ and Z cross sections. It show& andZ rapidity spectra predicted using the PDFs
extracted from the global PDF fit which does not include theRAEIata, compared to those extracted
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Fig. 9: LHCW ™, W, Z rapidity distributions and their PDF uncertainties: togrdrom the ZEUS-S global PDF analysis
not including HERA data; left plot ™; middle plotWW ~; right plot Z; bottom row: from the ZEUS-S global PDF analysis

including HERA data; left plot?¥ *; middle plot: W ~; right plot: Z.

Table 5: LHCW and Z cross sections for decay via the lepton mode, for varioussPDF

PDF Set cWH.BWT = 1F) oW ).BW- —=11n) o(2)B(Z— 1)
ZEUS-Sno HERA 10.63 + 1.73 nb 7.80 £ 1.18 nb 1.69 £ 0.23 nb
ZEUS-S 12.07 4+ 0.41 nb 8.76 & 0.30 nb 1.89 4 0.06 nb
CTEQS.1 11.66 + 0.56 nb 8.58 & 0.43 nb 1.92 4 0.08 nb
MRSTO1 11.72 +0.23 nb 8.72+0.16 nb 1.96 4 0.03 nb

from the similar global PDF fit which does include HERA dat&eTorresponding predictions for thé
andZ cross sections, decaying to the lepton decay mode, are stimechan Tabldb. The uncertainties

in the predictions for these cross sections have decreasedf 16% pre-HERA to~ 3.5% post-HERA.
There could clearly have been no talk of using these prosessstandard candle processes, without the

HERA data.

The post-HERA level of precision, illustrated in FIg. 9, &keén for granted in modern analyses.
However, when considering the PDF uncertainties on thedatanModel (SM) predictions it is nec-
essary not only to consider the uncertainties of one padatid®dDF analysis, but also to compare PDF
analyses. Figufed0 compares the predictiondifar production for the ZEUS-S PDFs with those of the
CTEQS6.1 [47] PDFs and the MRSTO1 [48] PDFJ he correspondindl/* cross sections for decay to
the leptonic mode are given in Talile 5. Comparing the unicgytat central rapidity, rather than the total
cross section, we see that the uncertainty estimates aevwdmahlarger:~ 6% for ZEUS-S;~ 8% for
CTEQ6.1M and~ 3% for MRSTOL1. The difference in the central value between ZE3JShd CTEQ6.1
is ~ 4%. Thus the spread in the predictions of the different PDF isstemparable to the uncertainty
estimated by the individual analyses. Since the measurapidity range is restricted to central rapidity,
it is more prudent to use these uncertainty estimates whasidering ifiV, Z cross sections can be used
as luminosity monitors. Comparing the results from thed®®F extractions it seems reasonable to use
the generous estimate of the CTEQ6.1 analy&is, as an estimate of how well the luminosity could

®MRSTO1 PDFs are used because the full error analysis issél@ifor this PDF set.
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Fig. 10: LHCW* rapidity distributions and their PDF uncertainties; lefitp ZEUS-S PDFs; middle plot: CTEQ6.1 PDFs;
right plot: MRSTO1 PDFs.

be measured, at the present level of uncertainty. We suthjiscestimate to some further reality checks
below and in Se¢_Z4.13 and we discuss the possibility of impgpthis estimate with early LHC data in
Sec[4Th

Since the PDF uncertainty feeding into i&", 1~ andZ production is mostly coming from the
gluon PDF for all three processes, there is a correlatiohair uincertainties, which can be removed by
taking ratios. The upper half of FigJ11 shows ffieasymmetry

Ay =(WH —W) /(W +W").

for CTEQG6.1 PDFs. The PDF uncertainties on the asymmetrgrata rapidity are about%, smaller
than those on th& spectra themselves, and a PDF eigenvector decompositi@maias that sensitivity
tou andd quark flavour distributions is now evident. Even this residlavour sensitivity can be removed

by taking the ratio
Agw =Z/(WH +W7)

as also shown in Fig—11. This quantity is almost independéRDF uncertainties, which are now as
small as0.5%, within the CTEQ6.1 PDF analysis.

However, as before, it is necessary to compare these geanbitween different PDF analy-
ses. The variation in the predictions for the ratigy; between PDF analyses (MRSTO01, ZEUS-S and
Alekhin02 PDFs have been compared to CTEQG6.1) is outsideEHeuncertainty estimates of the differ-
ent analyses, but itis still onky 5%. Hence this ratio could be a used as an SM benchmark measureme
The ratio Ay shows a much more striking difference between MRSTO1 PDHdlam others. This is
illustrated in the lower half of Fig._11 for the ZEUS-S, CTEQ@&nd MRSTO01 PDFs, in the measurable
rapidity range. There is a difference ©f25% in the predictions. The origin of this difference between
MRST and other PDFs is in the valence spectra. At leadingrotttkee dominant contribution tdy is

ud — du

Ay = — . 13
W ud+ da (13)

At central rapidity,z ~ 0.005, for both partons and consequentlyx d ©. Thus

_d v_dv

A = =
W™ utd  uytdy+27

and Ay, depends on the difference of the valence quarks. The guantit- d,,, is different for MRST
and CTEQ, and this difference is outside the PDF uncertastimates of either analysis. However,

®Even if some fairly wild assumptions as to the shapé efa are made for lowQ?, the absolute size @fevolves withQ>
to become very large @2 = M2, whereas the difference does not evolve, and becomes/atjagimall.
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Fig. 11: Top row: predictions from the CTEQ6.1 PDFs: lefttpltne W asymmetryAyw ; middle plot: the ratiod zw ; right
plot: the ratioAz;. Bottom row: thelW asymmetryAw within the measurable rapidity range, as predicted usifigrént PDF
analyses: left plot: ZEUS-S; middle plot: CTEQ6.1; right(pIMRSTOL.

these uncertainty estimates are themselves unreliabl@fence spectra at ~ 0.005, since there is no
data on valence quantities at such smallhe LHC can provide the first such measurement.

In order to assess, if LHC measurements will actually berihignating, we must first account
for the fact thati’” bosons decay and are most easily detected from their |leptiorail states. Thus we
actually measure the decay lepton rapidity spectra ralizar thell” rapidity spectra. The upper half of
Fig.[12 shows these rapidity spectra for positive and negétiptons froni¥ * andW ~ decay together
with the lepton asymmetry,

A= =10)/ +17)

for the CTEQG6.1 PDFs. A cut ofy, > 25 GeV, has been applied on the decay lepton, since it will not
be possible to identify leptons with small. A particular lepton rapidity can be fed from a range/of
rapidities so that the contributions of partons at differenalues are smeared out in the lepton spectra.
Nevertheless, the broad features of Wiespectra and the sensitivity to the gluon parameters aretede

in the lepton spectra, resulting in a similar estimate’{c) of PDF uncertainty at central rapidity for the
CTEQ®6.1 PDFs. The lepton asymmetry shows the change of sigrgay which is characteristic of the

V' — A structure of the lepton decay. The cancellation of the uat#res due to the gluon PDF is not so
perfect in the lepton asymmetry as in tHé asymmetry. Even so, in the measurable rapidity range, the
PDF uncertainty in the asymmetry is smaller than in the leoectra, being- 5%, for the CTEQ6.1
PDFs. TheZ to W ratio Ay has also been recalculated ag o leptons ratio,

Ay = Z/(l+ + l_)

illustrated in Fig[TlL. Just as fatyy, the overall uncertainty id z; is very small ¢ 0.5%) for CTEQ6.1
PDFs.

It is again necessary to consider the difference betweéerelift PDF analyses for the predictions
of the lepton spectrad;; and A;. For the lepton spectra, the spread in the predictions oflifferent
PDF analyses of MRSTO01, CTEQ6.1 and ZEUS-S is comparableetaiticertainty estimated by the

22



et

"~ doBerdy
— doBerdy

A
SAI

Fig. 12: Top row: lepton spectra from the CTEQ6.1 PDFs; Ié&ft:pdecaye™ rapidity spectrum; middle plot: decay
rapidity spectrum; right plot: lepton asymmetry. Bottom row: the lepton asymmetry; from different PDF analyses: left
plot: ZEUS-S; middle plot: CTEQ6.1; right plot: MRSTO1.

individual analyses, just as for th& spectra, and this is shown later in Higl 13. Just asAfgy;, there

are greater differences in the predictions Agy; between PDF analyses than within any PDF analysis, but
these differences remain within 5% preserving this quantity as an SM benchmark measurements Th
our previous estimate of the usefulness of these procesdasamosity monitors and SM benchmarks
survives the reality check of the fact that we will measureléptons, not thél” bosons.

The significant differences which we noticed between thdiptiens of the different PDF analyses
for Ay, remain in the predictions fad;. The lower half of FiglCZIR compares these predictions for the
ZEUS-S PDFs with those of the CTEQ6.1 PDFs and the MRSTO1 PibRke measurable rapidity
range. The discrepancy ef 25% which was found inAy, has been somewhat diluted to 15%
in A;, but this should still be large enough for LHC measurememidigcriminate, and hence to give
information on the lowe valence distributions.

4.13 How well can we actually measuré spectra at the LHC?

The remainder of this contribution will be concerned witle tjuestion: how accurately can we mea-
sure the lepton rapidity spectra and can we use the early L&& td improve on the current level of
uncertainty?

We have simulated one million signdll’ — ev., events for each of the PDF sets CTEQ6.1,
MRST2001 and ZEUS-S using HERWIG (6.505). For each of th&fe $ets the eigenvector error PDF
sets have been simulated by PDF re-weighting and k-factors been applied to approximate an NLO
generation. A study has been made of the validity of both RBWeighting and k-factor re-weighting
and this is reported in ref. [49]. The conclusion is that PBfweighting is valid for re-weighting the
rapidity spectra when the PDF sets are broadly similar, @g dne within any one PDF analysis. The
k-factor re-weighting to simulate NLO is also valid for tregidity spectra for which it was designed.

The top part of FigZll3, shows theé" and A; spectra at the generator level, for all of the PDF
sets superimposed. As mentioned before, it is clear thalefiien spectra as predicted by the differ-
ent PDF analyses are compatible, within the PDF uncerégiraf the analyses. The events are then
passed through ATLFAST, the fast simulation of the ATLASa#tr. This applies loose kinematic cuts:
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Fig. 13: Top row:e™, e™ and A. rapidity spectra for the lepton from ti& decay, generated using HERWIG + k factors and
CTES6.1 (red), ZEUS-S (green) and MRST2001 (black) PDF sétsfwil uncertainties. Bottom row: the same spectra after
passing through the ATLFAST detector simulation and seleatuts.

In| < 2.5, pre > 5 GeV, and electron isolation criteria. It also smears the 4-nmamef the leptons to
mimic momentum dependent detector resolution. We therydppher cuts, designed to eliminate the
background preferentially. These criteria are:

e pseudorapidity|n| < 2.4, to avoid bias at the edge of the measurable rapidity range
pee > 25 GeV, highp, is necessary for efficient electron identification
missingE; > 25 GeV, thev, in a signal event will have a correspondingly large misdifg
no reconstructed jets in the event with> 30 GeV/, to discriminate against QCD background

recoil of theT boson in the transverse plapge=? < 20 GeV, to discriminate against QCD
background

These cuts ensure that background from the proces$ess 7v,; Z — 7777, andZ — eTe™, is
negligible (< 1%) [49]. Furthermore, a study of charge misidentification éstablished that the lepton
asymmetry will need only very small corrections, (0.5%), within the measurable rapidity range [49].

The lower half of Fig[IB, shows the" and A; spectra at the detector level after application of
these cuts for all of the PDF sets superimposed. The levetamfigion of each PDF set, seen in the
analytic calculations of Fig.10, appears somewhat degratidetector level, so that a net level of PDF
uncertainty in the lepton spectra of 10% is expected at central rapidity. Thus the usefulness okthes
processes as a luminosity monitor is somewhat compromfsgdnieasurement to better thaQ% is
required.

The anticipated cancellation of PDF uncertainties in therasetry spectrum is observed, within
each PDF set, such that the uncertainties predicted by daEtsét are~ 5%, but the spread between
the MRST and CTEQ/ZEUS-S PDF sets is as large-d$%. Thus measurements, which are accurate
to about~ 5%, could provide useful information on the valence distiids at low:.

4.14 Using LHC data to improve precision of PDFs

We now consider the possibility of improving on the curreatdl of PDF uncertainty by using LHC
data itself. The high cross sections 1ot production at the LHC ensure that it will be the experimental

24



Beld
~oBly
doBeldy

Beld
~oBly
doBeldy

Fig. 14: Top row:e™ rapidity spectra generated from: left plot: ZEUS-S PDFSgdteé plot: CTEQ6.1 PDFs; right plot:
CTEQ6.1 PDFs which have been passed through the ATLFASEtdetsmulation and corrected back to generator level using
ZEUS-S PDFs; compared to the analytic prediction using ZEBJ2DFs. Bottom row: the same lepton rapidity spectra as
above compared to the analytic predictafier including these lepton pseudo-data in the ZEUS-S PDF fit.

systematic errors, rather than the statistical errorschviare determining. Our experience with the
detector simulation leads us to believe that a systemagicigion of~ 5% could be achievable. We
have optimistically imposed a rando#fi; scatter on our samples of one milliéfi events, generated
using different PDFs, in order to investigate if measuremanthis level of precision will improve PDF
uncertainties at central rapidity significantly, if theyanput to a global PDF fit.

The upper left hand plot of FiflL4 shows tie rapidity spectrum for events generated from the
ZEUS-S PDFs compared to the analytic predictions for thees@élalS-S PDFs. The lower left hand plot
illustrates the result if these events are then includederZiEUS-S PDF fit (together with the spectra
which are not illustrated). The size of the PDF uncertaimtaty = 0, decreases fromi% to 4.5%.
The largest improvement is in the PDF parametgrcontrolling the low-x gluon at the input scalgg:
zg(z) ~ 29 at low-, Ag = —0.199 + 0.046, before the input of the LHC pseudo-data, compared to,
Ag = —0.196+0.029, after input. Note that whereas the relative normalizatiofthee™ ande™ spectra
are set by the PDFs, the absolute normalization of the ddtagsn the fit, so that no assumptions are
made on our ability to measure luminosity. Secondly, weagthgs procedure for events generated using
the CTEQ6.1 PDFs. This is illustrated in the middle sectibkig.[I4. Before they are input to the fit,
the cross section for these events is on the lower edge ohitertainty band of the ZEUS-S predictions
(upper middle plot). If these events are then input to thenétdentral value shifts and the uncertainty
decreases (lower middle plot). The value of the paramgteecomes), = —0.189+0.029, after input
of these pseudo-data. Finally, to simulate the situatioithvieally faces experimentalists, we generate
events with CTEQG6.1, and pass them through the ATLFAST tlmtessmulation and cuts. We then
correct back from detector level to generator level usingffarént PDF set - in this cases the ZEUS-S
PDFs - since in practice we will not know the true PDFs. Theanpjght hand plot of Fid14 shows that
the resulting corrected data look pleasingly like CTEQBLE,they are more smeared. When these data
are input to the PDF fit the central values shift and errorsedese (lower right plot) just as for the perfect
CTEQ6.1 pseudo data. The value)gfbecomesp = —0.181 + 0.030, after input of these pseudo data.
Thus we see that the bias introduced by the correction puedtbm detector to generator level is small
compared to the PDF uncertainty, and that measurements at #¥ level should be able to improve
the level of uncertainty of the PDF predictions.
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Fig. 15:W ™, W~ andZ rapidity distributions for the MRST03 PDFs at the LHC: lefivtp 17 ; middle plot: W ~; right plot:
Z.

4.15 Conclusions

We have investigated the PDF uncertainty on the predicfion8” andZ production at the LHC, using
the electron decay channel for thié bosons and taking into account realistic expectationshiemntea-
surement accuracy and the cuts on data which will be needééntify signal events from background
processes. We conclude that, at the present level of PDRtaimtg, the decay lepton spectra can be
used as a luminosity monitor but it is only good~+o10%. However, we have also investigated the mea-
surement accuracy necessary for early measurements efdbeay lepton spectra to be useful in further
constraining the PDFs. A systematic measurement errer4§f; could provide useful extra constraints.

The ratio of Z to W* + W~ production (measured via the lepton spectra) can providéMn
measurement which is relatively insensitive to PDF unadits. By contrast, a measurement of the
lepton asymmetry can provide the first measurements of tease difference:, — d,, at smallz.

We now return to the caveat made in the introduction: theewrstudy has been performed
using standard PDF sets which are extracted using NLO QCBeiDGLAP formalism. The extension
to NNLO is straightforward, giving small corrections 1%. PDF analyses at NNLO including full
accounting of the PDF uncertainties are not extensivelyladla yet, so this small correction has not
been pursued here. However, there may be much larger uintiedain the theoretical calculations
because the kinematic region involves lawThe MRST group recently produced a PDF set, MRSTO3,
which does not include any data fer< 5 x 103, in order to avoid the inappropriate use of the DGLAP
formalism at smalls. Thus the MRSTO3 PDF set should only be usedifor 5 x 1072, What is needed
is an alternative theoretical formalism for smalieras explained in SeE_3.2. It is clear that the use of
this formalism would bring greater changes than the smatections involved in going to NNLO. There
may even be a need for more radical extensions of the thedowat due to high density effects.

The MRSTO03 PDF set may be used as a toy PDF set, to illustrateffiact of using very different
PDF sets on our predictions. A comparison of [Eid. 15 with Bigr Fig.[TD shows how different the
analytic predictions are from the conventional ones, and thustrates where we might expect to see
differences due to the need for an alternative formalismmetllsc. Whereas these results may seem far
fetched, we should remind ourselves that moving into awdiffekinematic regime can provide surprises
- as it did with the HERA data itself!

4.2 Resummed Perturbative Evolution at High Energy’
4.21 Introduction

Logarithmic enhancement of higher order perturbativeltesay take place when more than one large
scale ratio is present. In DIS and DY this happens in the twmsjte limits when the centre-of-mass
energy of the partonic collision is close to the thresholdtfe production of the final state, or much

"Author: R.D. Ball
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higher than the characteristic scale of the process. Thasespond respectively to the smalland
large« kinematical regions, whereé < = < 1 is defined in terms of the invariant mass of the non-
leptonic final statél_z—)y. The corresponding perturbative contributions are rasfdyg enhanced by
powers ofln 2 andIn(1 — z), or, equivalently, in the space of Mellin moments, by powefrs:- and

In N, whereN — 0 moments dominate as — 0 while N — oo moments dominate as — 1. Here
we will be concerned only with the smaitl{and thus smallV) region.

In the DGLAP evolution equation one resums collinear Iabans first, resulting at LO and NLO
in a good description of many data sets, and in particulaHBE®A F, data at perturbativé)? and
values ofz as low asl0~* [50-52]. However in the singlet (gluonic) channel the fixedes splitting
functions contain small- logarithms also, which at NNLO [53] begin to destabilise pgerturbative
expansion, so that a further resummation is needed if thieitemo is to be reliable at smalt. Small«
logarithms may be resummed by using the BFKL equation [54-+36wever the fixed order kernels of
this equation, currently known to NLO [57] are perturbdijvenstable for all realistic values of;, and
are thus by themselves useless for reliable calculatio®sg@]. This is because they contain collinear
logarithms, which must be resummed even at LO if reliablaligt®ns are to be obtained [61]. This
collinear resummation of the BFKL kernel restores longitatimomentum conservation [62], and leads
ultimately to a stable expansion.

Two approaches to the simultaneous resummation of theseclagses of logs have recently
reached the stage where their phenomenological appiicato be envisaged. In the duality (ABF)
approach [62—68] one concentrates on the problem of ohtaian improved anomalous dimension
(splitting function) for DIS which reduces to the ordinargrfurbative result at larg&’ (large ), while
including resummed BFKL corrections at small(smallx), determined through the BFKL kernel. The
CCSS approach [69-72] is built up within the BFKL framewobly, improving the whole hierarchy
of subleading kernels in the collinear region consistentith the renormalization group. The BFKL
equation is then solved and a perturbative splitting fumcéxtracted numerically.

Here we will briefly review the theoretical underpinningstio¢ duality approach, and then com-
pare phenomenological results obtained in both approaches

4.22 High Energy Duality

In the ABF approach one constructs an improved anomalougrdiion (splitting function) for DIS
which reduces to the ordinary perturbative result at lavg@argex) given by:

VN, as) = as70(N) + aZy(N) + alp(N) ... (15)

while including resummed BFKL corrections at small(small z) which are determined by the afore-
mentioned BFKL kernek (M, a):

X(M, o) = agxo(M) + a2x1(M) + ..., (16)

which is the Mellin transform of the angular-averaged keriewith respect ta = ln . The main
theoretical tool which enables this construction is thdidueelation between the kerneigandy

X(’Y(Nv O‘S)’O‘S) =N, (17)

which is a consequence of the fact that the solutions of thklB&d DGLAP equations coincide at
leading twist [60, 62, 73]. Further improvements are ol@diexploiting the symmetry under gluon
interchange of the BFKL gluon-gluon kernel and through ti@usion of running coupling effects.

By using duality, one can construct a more balanced exparisioboth~y and y, the "double
leading” (DL) expansion, where the information frogris used to include iry all powers ofas /N and,
conversely,y is used to improvey by all powers ofas /M. A great advantage of the DL expansion is
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that it resums the collinear poles gfat M = 0, enabling the imposition of the physical requirement of
momentum conservation(1, as) = 0, whence, by duality:

x(0,a5) = 1. (18)

This procedure eliminates in a model-independent way tieeralting sign poles-1/M, —1/M?, .....
that appear iryo, x1,.... These poles make the perturbative expansignwfreliable even in the central
region of M: e.g.,asxo has a minimum ab/ = 1/2, while, at realistic values af,, asxo + a?x; has
a maximum.

At this stage, while the poles &t = 0 are eliminated, those &t/ = 1 remain, so that the DL
expansion is still not finite neal/ = 1. The resummation of thé/ = 1 poles can be accomplished
by exploiting the collinear-anticollinear symmetry, aste CCSS approach [69-71]. In Mellin space,
this symmetry implies that at the fixed-coupling level thenet y for evolution inln kiko must satisfy
X(M) = x(1 — M) order by order in perturbation theory. This symmetry is heavebroken by the
DIS choice of variablem% = In 5 and by the running of the coupling. In the fixed-coupling timi
the kernelypig, dual to the DIS anomalous dimension, is related to the syr@ne y, through the
implicit equation [57]

XDIS <M - %XU(M)> = Xo(M). (19)

Hence, theM = 1 poles can be resummed by performing the double-leadingmestion of M = 0
poles ofyps, determining the associated, through eq. [(119), then symmetrizing it, and finally going
back to DIS variables by using ef.{19) again in reverse. dJsia momentum conservation ef.1(18) and
eq. [19), it is easy to show that, (M) is an entire function of M, withy,(—1/2) = x,(3/2) = 1, and
thus necessarily has a minimum/t = 1/2. Through this procedure one obtains order by order from
the DL expansion a symmetrized DL kernghis, and its corresponding dual anomalous dimension
~v. The kernelxypis has to all orders a minimum and satisfies a momentum consBrvednstraint
xois(0) = xpis(2) = 1.

The final ingredient of the ABF approach is a treatment of tining coupling corrections to
the resummed terms. Indeed, their inclusion in the resumemedhalous dimension greatly softens the
asymptotic behavior near = 0. Hence, the dramatic rise of structure functions at smalvhich char-
acterized resummations based on leading—order BFKL ewgaludnd is ruled out phenomenologically,
is replaced by a much milder rise. This requires a runningliog generalization of the duality equa-
tion (I4), which is possible noting that it/ space the running coupling,(¢) becomes a differential
operator, since — d/dM. Hence, the BFKL evolution equation for double momeitsv, A1), which
is an algebraic equation at fixed coupling, becomes a diffexeequation inA/ for running coupling.

In the ABF approach, one solves this differential equatioaliically when the kernel is replaced by its
guadratic approximation near the minimum. The solutionxjgressed in terms of an Airy function if
the kernel is linear iy [64], for example in the case @iy, or of a Bateman function in the more
general case of a non linear dependencep[68] as is the case for the DL kernels. The final result for
the improved anomalous dimension is given in terms of the Kdaasion plus the “Airy” or “Bateman”
anomalous dimension, with the terms already included irbthexpansion subtracted away.

For example, at leading DL order, i.e. only using V) and xo(M), the improved anomalous
dimension is

NL _ 2 % _ NeQlg
1 2
+7ya(co, a5, N) — = + \/ [N — ascpl. (20)
2 KoL

The terms within square brackets give the LO DL approxinmgtice. they contain the fixed—coupling
information fronry, and (throughys) from xo. The “Airy” anomalous dimension (co, s, V) contains
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the running coupling resummation, i.e. it is the exact sofubf the running coupling BFKL equation
which corresponds to a quadratic approximatioryganearM = 1/2. The last two terms subtract the
contributions toy(co, s, V) which are already included s and~y. In the limit oy — 0 with vV
fixed, v7(as, N) reduces tavsyo(N) + O(a?). Foras — 0 with ag/N fixed, v7(as, N) reduces to
75(5) + O(a?/N), i.e. the leading term of the smatlexpansion. Thus the Airy term is subleading
in both limits. However, iftN — 0 at fixedas, the Airy term replaces the leading singularity of the DL
anomalous dimension, which is a square root branch cut,adimple pole, located on the real axis at
rather smalletV, thereby softening the smallbehaviour. The quadratic approximation is sufficient to
give the correct asymptotic behaviour up to terms which &sibleading order in comparison to those
included in the DL expression in ef_{20).

The running coupling resummation procedure can be apptiea $ymmetrized kernel, which
possesses a minimum to all orders, and then extended tadaedding order [67, 68]. This entails
various technical complications, specifically related e honlinear dependence of the symmetrized
kernel onag, to the need to include interference between running cogpdiffects and the smait
resummation, and to the consistent treatment of nextadig logQ? terms, in particular those related
to the running of the coupling.

4.23 Results

Even though the basic underlying physical principles ofABd and CCSS approaches are close, there
are technical differences in the construction of the symizext DL kernel, in the derivation from it of an
anomalous dimension and associated splitting functiothjrathe inclusion of running coupling effects.
Therefore, we will compare results for the resummed fixagpting x kernel (BFKL characteristic func-
tion), then the corresponding fixed-coupling splittingdtions, and finally the running coupling splitting
functions which provide the final result in both approachesrder to assess the phenomenological im-
pact on parton evolution we will finally compare the convialatof the splitting function with a “typical”
gluon distrubution.

In fig.[I8 we show the solutiogp;s of eq. [I®) for the symmetrized NLO DL kernel. The pure L
and NLz (BFKL) and next-to-leadingn Q? (DGLAP) are also shown. All curves are determined with
frozen coupling 6, = 0), and withn; = 0, in order to avoid complications related to the diagonéitra
of the DGLAP anomalous dimension matrix and to the choiceloéme for the quark parton distribution.
Also shown is the corresponding resummed kernel in the RGE&@pproach. The resummed ABF
and CCSS results are very close, the main difference beisgathe fact that at small/ the ABF
result coincides by construction with NLO DGLAP, whereasviery smallM (i.e. largex) the CCSS
result reduces to LO DGLAP. Because of the underlying symyméis small difference is also seen
in the anticollinear regiod/ ~ 1, though the two curves coincide by construction at the maomen
conservation points/ = 0 and M = 2. In comparison to DGLAP, the resummed kernels have a
minimum, related to the fact that both collinear and anliice&r logs are resummed. In comparison to
BFKL, which has a minimum at LO but not NLO, the resummed kisriadwvays have a perturbatively
stable minimum, characterized by a lower intercept thaditeg-order BFKL: specifically, whea, =
0.2, A ~ 0.25 instead ofA ~ 0.5. This corresponds to a softer smalkise of the associated splitting
function.

The fixed—coupling resummed splitting functions up to NL@®stnown in figur€Zl7, along with the
unresummed DGLAP splitting functions up to NNLO. Fgr = 0 the NLO DGLAP splitting function
has the property that it vanishes at smal— this makes it relatively straightforward to combine not
just LO DGLAP but also NLO DGLAP with the NLLx resummation. time ABF approach the splitting
function is the inverse Mellin transform of the anomaloumelnsion obtained using duality e@.X17)
from the symmetrized DLy kernel. Hence, the LO and NLO resummed result respectiegyoduce
all information contained in the LO and NLfand~ kernel with the additional constraint of collinear-
anticollinear symmetry. Both the ABF LO and NLO results dreven in figurd IlV. The CCSS Ni+LO
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Fig. 16: The kernel (BFKL characteristic function) for fixed couplingg¢ = 0) as = 0.2 andny = 0. The BFKL curves
are the LO and NLO truncations of ef.116), the DGLAP curvéaésdual eq.[[7) of the NLO anomalous dimension [Eg. (15),
while the ABF and CCSS curves are respectively the solutier of eq. [I9) and the solution fas of a similar egn. in the
CCSS approach.

and NLz+NLO curves are also shown for comparison.

In comparison to unresummed results, the resummed sglitiimctions display the characteristic
rise at smallz of fixed-coupling leading-order BFKL resummation, thougie smallx rise is rather
milder (~ 27925 instead of~ 279 for oy, = 0.2). At large z there is good agreement between the
resummed results and the corresponding LO (dashed) or N ©GLAP curves. At small the
difference between the ABF LO and CCSSMLO (dashed) curves is mostly due to the different way
the symmetrization is implemented, as both approachesicotite same dominant smallterms. This
difference is reduced when one compares the CCSSHILO with ABF NLO, and it might be taken
as an estimate of the intrinsic ambiguity of the fixed—coupliesummation procedure. At intermediate
x the NLO resummed splitting functions is of a similar ordemtdgnitude as the NLO DGLAP result
even down to quite smait, but with a rather different shape, characterized by a dip at10~3. The
unstable smalk drop of the NNLO DGLAP result is consequence of the unresum%%edouble pole
in the NNLO anomalous dimension.

The running-coupling resummed splitting functions ar@ldiged in figurd_I8. Note that the unre-
summed curves are the same as in the fixed coupling case keicdépendence am; is just through a
prefactor ofa”, whereas in the resummed case there is an interplay betieearining of the coupling
and the structure of the smalliogs. All the resummed curves display a considerable sofjeof the
small-z behaviour in comparison to their fixed-coupling countetpatue to the softening of the leading
small« singularity in the running-coupling case [64,69]. As a @mgence, the various resummed re-
sults are closer to each other than in the fixed-coupling, @askalso closer to the unresummed LO and
NLO DGLAP results. The resummed perturbative expansioreaqgpto be stable, subject to moderate
theoretical ambiguity, and qualitatively close to NLO DGRA

Finally, to appreciate the impact of resummation it is ukgfunvestigate not only the properties
of the splitting function, but also its convolution with aysically reasonable gluon distribution. We take
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Fig. 18: The running coupling P, (x) splitting function, evaluated with, = 0.2 andn; = 0. The various curves correspond
to the same cases as in figliré 17.
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Fig. 19: Convolution of resummed and fixed-ordgy, splitting functions with a toy gluon distribution, e§{2hprmalised to
the gluon distribution itself, witlv, = 0.2 andn; = 0. The resummed ABF and CCSS curves are obtained using resect
the ABF NLO and CCSS Nk+NLO splitting function shown in fid_18.

the following toy gluon
zg(x) = 27 *8(1 - 2)°, (21)

and show in fig[ZII9 the result of its convolution with varioysiting functions of fig[IB. The differ-
ences between resummed and unresummed results, and béhee®BF and CCSS resummations are
as expected partly washed out by the convolution, even ththueg difference between the unresummed
LO and NLO DGLAP results is clearly visible. In particulaiffdrences between the fixed-order and
resummed convolution start to become significant only:férelow 10~2 — 10~3, even though resum-
mation effects started to be visible in the splitting fuons at somewhat larger. However it should
be clear from this figure why the structure function data fteBERA were so well described by LO and
NLO GLAP evolution [50-52]: significant deviations from GERAwill only be seen for smaller and
larger Q? than is accessible at HERA, but may well be important for miamyortant processes at the
LHC.

4.3 Hunting BFKL at Hadron Colliders 8
4.31 Introduction

With its unprecedented kinematic range, the LHC offers aiguen opportunity to explore strong-
interaction processes characterised by two large and rdigpacales. In inclusive di-jet production,
for instance, jets of transverse enerfy = 50 GeV may span a rapidity interval of up to about 10
units of rapidity. Processes with two large and disparas¢éesanay contain large logarithms of the ratio
of those scales. The interest in such processes arises limBatlitsky-Fadin-Kuraev-Lipatov (BFKL)
equation [54-56], which performs an all-order resummatiomg of the leading logarithms (LL) of
In(5/|t]), with 5 the squared parton centre-of-mass enefgytypical momentum transfer, ands |f.

8Author: V. Del Duca
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The generality of the resummation is based on the fact thtngéxchange in thechannel dominates

in any scattering process with>> |f. The BFKL formalism then re-sums the multiple gluon radia-
tion out of the gluon exchanged in thhechannel. The LL terms are obtained in the approximation of
a strong rapidity ordering of the emitted gluons. The resation yields an integral equation which
describes the evolution of the gluon propagator in#telannel, and whose kernel is formed by the
emission of a gluon along the ladder and by the LL contrilbutma gluon-loop exchange in the ladder.
By putting together the emission of two close-in-rapidituans [74, 75] and gq pair [76—80] along
the ladder, the one-loop corrections [81-84] to the emmssiva gluon along the ladder, and the next-
to-leading-logarithmic (NLL) [85—89] contribution to augin two-loop exchange in the ladder, also the
NLL corrections [57,90, 91] to the BFKL equation have beempated.

4.32 Jets at large rapidity intervals

During the last two decades, a large body of work has beertaledi to predict and detect footprints of
emission of BFKL gluon radiation in strong-interaction pesses, like di-jet production at large rapidity
intervals [92—97]//-boson production in association with jets [98], heavyrguyaroduction at hadron
colliders [79, 80, 99, 100]; forward-jet production [101:4], forward-pion production [103, 112, 113]
and trasverse-energy flow [101,113,114] in DiSy* collisions in double-tag events} e~ — et e™+
hadrons [115-123]. All that the processes above have in eamsa large logarithm: in di-jet produc-
tion at large rapidity intervals, for instance, the larggdaothm is the rapidity interval between the jets,
Ay ~ In(s/Ep1 E72), with Ep; and E7o the transverse energies of the two tagged jets; in forwetrd-j
production in DIS the large logarithm ia(x /), wherex,; is the Bjorken scaling variable andthe
momentum fraction of the parton entering the hard scatieiimy*~+* collisions ineT e~ — et e +
hadrons, the large logarithm 18 = In(y1y2S/1/Q3Q3), with S thee™ e~ centre-of-mass energy, and
y; and@? the light-cone momentum fraction and the virtuality of theual photoni, with i = 1, 2.

From a theoretical point of view, di-jet production at lamggidity intervals is the simplest pro-
cess to which to apply the BFKL resummation, because atrigaglider inag it is just parton-parton
scattering, which at large rapidity intervals is dominabsdgluon exchange in thechannel. In fact,
thet-channel gluon dominance is also used as a diagnostic todidoriminating between different dy-
namical models for parton scattering. In the measuremedijet angular distributions, models which
feature gluon exchange in thhehannel, like QCD, predict the characteristia=*(6*/2) di-jet angular
distribution [124, 125], while models featuring contaetrh interactions, which do not have gluon ex-
change in the channel, predict a flattening of the di-jet angular distimu at larges/ || [126,127]. The
phenomenological analysis of di-jet production at largedigy intervals, though, is not so simple as its
theoretical construct: sincé = z,x,.5, with S the hadron centre-of-mass energy andz; the mo-
mentum fractions of the partons entering the hard scatfedance the jet transverse energies are fixed,
there are two ways of increasinyy ~ In(z,xps/Er1E72): by increasing ther's in a fixed-energy
collider; or viceversa, by fixing the’s and lettingS grow, in a ramping-run collider experiment. The
former set-up, the only feasible at a collider run at fixedrgndike the Tevatron or the LHC, has been
proven to be unpractical, since in the di-jet productior tat/dAy as a function ofAy it is difficult to
disentangle the BFKL-driven rise of the parton cross sadtiom the steep fall-off of the parton densi-
ties [95]. The latter set-up, even though the first to be pgedd94], has been analysed only in the late
90’s [93], because it required a collider running at différeentre-of-mass energies, and it has become
feasible only when the Tevatron has undertaken for a few daym aty/S = 630 GeV, in addition to
the usual/S = 1800 GeV of Run |. However, a careful analysis at fixe'd [97] has shown that in the
kinematic reach of Tevatron di-jet production at large dépiintervals is far from the BFKL asymptotic
regime. Other processes of BFKL interest at hadron coBideelV -boson production in association
with jets and heavy-quark production. The former is simpdeanalyse experimentally than di-jet pro-
duction, which is hindered by the complexity of triggering jets in the forward calorimetry. In fact,
if the W boson decays leptonically, it is more advantageous todrigg thell” decay products [98].
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Heavy-quark production, although potentially interegtirs hampered by the fact that gluon exchange
in thet channel is a higher-order effect: it occurs only at two asd#ig higher than the leading order,
and the logarithmén(s/|t|) are not large enough, within the kinematic reach of Tevasnoe LHC, to
offset that initial handicap [100].

Forward-jet production in DIS consists of tagging a jet far rapidity from the current-
fragmentation region. In such a way, it is guaranteed tleatrtbmentum fraction of the parton entering
the hard scattering is much larger than the Bjorken-scalar@gblex;;, and a large logarithrin(z /x;)
arises. In such a case, gluon exchange intttleannel occurs at NLO (the leading order is the creation
of a quark pair or of a quark and a gluon, because the partatehpoocess of a virtual photon knocking
a quark off is constrained by = x;;, and thus it is forbidden by the forward-jet requirementithéugh
the NLO analysis falls short of describing the data [1014,10% LL BFKL prediction overshoots the
data, calling for a NLL BFKL analysis which so far has not yeeh performed. Recently, the improved
statistics have allowed for an analysis of three-jet prtidadn DIS, with one forward jet out of the three
jets [104]. This process offers the advantage of havingrgexechange in thechannel already at leading
order, thus the NLO analysis guarantees a better controltbegheoretical uncertainties. In this case,
the data are in good agreement with the NLO prediction farghet production [128].

~v*~* collisions in double-tag events; e~ — e™ e~ + hadrons have been analysed by the LEP
collaborations [115-118]. There is good agreement withNh® analysis [122], except for the higher
values ofY. This is understandable, because gluon exchange ih ¢hannel occurs only at NNLO.
However, although a complete NNLO calculation is beyondréeeh of the present technology, the
contributions which feature gluon exchange in thehannel can be included exactly in the theoretical
prediction. Doing so [123] improves the agreement betwbherdata and the theory at the higher values
of Y.

In conclusion, it is difficult to find strong, compelling eedce of the BFKL resummation in the
comparison between the data and the theoretical analylséd.ifay be in part due to the fact that within
the kinematic reach of the present colliders, the asympteijion where the BFKL resummation is
supposed to be applicable does not seem to have been reath&dityalso to the fact that the LL BFKL
predictions are plagued by large theoretical uncertainti¢hile the NLL resummation, for which the
analytic solution [57] and numerical Monte Carlo studie®g2133] exist, is not in a form yet that can
be readily applied to the phenomenological analyses aadtlabove.

5. PARTON-PARTON LUMINOSITY FUNCTIONS FOR THE LHC °
5.1 Introduction

The number of events anticipated at the LHC for a process avittoss sectiom can be calculated by
multiplying the cross section times the beam-beam luminohere are a number of programs available
to calculate cross sections for processes of interest dinigarder, next-to-leading order and next-to-
next-to-leading order, and in some cases with parton shiegvand hadronization effects included [134].
But it is sometimes also useful to be able to make quick ooflenagnitude estimates for the sizes of
cross sections. For hard interactions, the collision isbheitveen the protons per se but between the
partons in the two protons, carrying fractioms and z» of their parent proton’s momentum. A plot
showing the parton kinematics at the LHC is shown in Ei§. 8@jcating the relationship between the
two partonz values and the masy = /s and rapidityy = %111(1‘1/%2) of the produced system Thus,
for example, a final state with a mag$ = 100 GeV and a rapidityy = 4 is produced by two partons
with x values of approximatel§.00015 and0.35.

Because the interacting partons carry only a fraction optrent proton’s momentum, it is useful

°Contributed by: A. Belyaev, J. Huston, J. Pumplin
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Fig. 20: Parton kinematics for the LHC.

to define the differential parton-parton luminosit;; /ds dy and its integratiL;; /ds:

dLiy; 1 1 ‘ ‘ .
ds d?g o E 1 +5ij [fz($1,/t)f](x2,p) + (1 2)] . (22)

The prefactor with the Kronecker delta avoids double-coignin case the partons are identical. The
generic parton-model formula

1
o= Z/O dzy dxs fi(z1, p) fi(22, 1) 63 (23)
ij

ds dL;; .
a:%:/ <?dy> <d§dﬂy> (56) - (24)

(This result is easily derived by defining= z; x2 = §/s and observing that the Jacobig%—)?) =1)

can then be written as

7Y
x1,T
Equation2# can be used to estimate the production rate farcadtattering process at the LHC

as follows. FiguréA1(left) shows a plot of the luminosityétion integrated over rapidity]L;; /d$ =
[(dL;j/ds dy) dy, at the LHC value,/s = 14 TeV for various parton flavor combinations, calculated
using the CTEQ6.1 parton distribution functions [135]. Waieths of the curves indicate an estimate
for the PDF uncertainties. We assume= /3 for the scale. (Similar plots made with earlier PDFs are
shown in Ellis, Stirling, Webber [136].) On the other hanéy. Zl(right) presents the second product,
[5644], for various2 — 2 partonic processes. The parton level cross sections ae@ §iv a parton
pr > 0.1 x v/5 cut and for fixedw, = 0.118. We have used the CalcHEP package [137] to estimate
these cross sections. As expected, ¢héuminosity is large at lowy/§ but falls rapidly with respect to
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the other parton luminosities. Thyg luminosity is large over the entire kinematic region pldtte
One can use Equatignl24 in the form

AS (dLi; \ . .
_ _S< d;) (364). (25)

g =
S

and Fig[Zl to estimate the production cross sections for @&for a givenAs interval. For example,
for the gluon pair production rate fé=1 TeV andAs = 0.015, we havedg% ~ 103 pb ands 6,4, ~ 20
leading too ~ 200 pb (for thep?. > 0.1 x v/§ cut we have assumed above). Note that for a given
small A3/ interval, the corresponding invariant mass/s/V/3 interval, isAV3/v/s ~ 1A3/s. One
should also mention that all hard cross sections presentég)iZ1 are proportional ta? and have been

calculated forx, = 0.118, so production rates can be easily rescaled for a cattaat a given scale.

One can further specify the parton-parton luminosity fopecific rapidityy ands, dL;;/ds dy.

If one is interested in a specific partonic initial state,nttiee resulting differential luminosity can be
displayed in families of curves as shown in Higl 22, wheredifferential parton-parton luminosity at

the LHC is shown as a function of the subprocess center-ssraaergy,/s at various values of rapidity

for the produced system for several different combinatiohiitial state partons. One can read from
the curves the parton-parton luminosity for a specific valtienass fraction and rapidity. (It is also
easy to use the Durham PDF plotter to generate the pdf curvanip desired flavor and kinematic
configuration [138].)

It is also of great interest to understand the uncertaintytHe parton-parton luminosity for spe-
cific kinematic configurations. Some representative paptmon luminosity uncertainties are shown in
Figs.[ZBEZB. The PDF uncertainties were generated from TeQ®.1 Hessian error analysis using the
standardA x2 100 criterion. Except for kinematic regions where one ohlpzirtons is a gluon at high,
the pdf uncertainties are of the order of 5-10%. Even tigbterstraints will be possible once the LHC
Standard Model data is included in the global pdf fits. Ag#ie, uncertainties for individual PDF’s can
also be calculated online using the Durham pdf plotter.
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Fig. 24: Fractional uncertainty @fg luminosity aty = 0.
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5.2 Conclusions

Some representative parton-parton luminosity and lunitynosicertainty plots have been presented. A
more complete set will be maintained at the Standard Modaitimark website started at Les Houches
2005: www.pa.msu.edu/"huston/Les_Houches_2005/Les_Houches _SM.html and will
also be included in a review article to be published in the hdare.
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6. A SIMPLE MODEL FOR LARGE- x RESUMMED PARTON DISTRIBUTIONS 10

The achievement of precision goals of the LHC and other Biggrgy colliders crucially depends on
the knowledge of parton distribution functions (PDF’s).€0nf the phase space regions in which parton
densities are less constrained is the largegion, where limited data exist and NLO fits do not work
well due to the presence of large higher-order and powelections. The range of applicability of
perturbative methods can be extended in this region by applyoft-gluon resummation techniques,
which are available for many hard processes. Here we willdne@rned with estimating the effects of
resummation on PDF’s. To this end, we will present a simp#dyeis of Deep Inelastic Scattering (DIS)
structure function data, which will allow us to extract néxdleading order (NLO) and resummed parton
distribution functions at large.

DIS structure functiong’;(z, Q?) are given by the convolution of coefficient functions and RDF
NLO coefficient functions are known to contain terms thatdoee large and dominant at largeorigi-
nating from soft and collinear gluon emission. These cbatidns need to be resummed to all orders to
improve the validity of the perturbative prediction. Largeesummation for the DIS coefficient func-
tion was performed in [139, 140] in the massless approxonatind in [141, 142] with the inclusion of
guark-mass effects, which are relevant when the focus isamyhquark production.

Soft resummation is naturally performed in Mellin momenasp where large-terms corre-
spond, at(a;), to single (v, In N) and double ¢, In? N) logarithms of the variabl&’. Such logarithms
exponentiate in a Sudakov form factor: in the next-to-legdogarithmic (NLL) approximation, terms
O(a? In"™ N) (LL) and O(a” In™ N) (NLL) are resummed in the Sudakov exponent. Using large-
z resummed coefficient functions, we can extract resummed<Pfiddin DIS structure function data,
and compare them with a NLO fit. We shall consider recent @thmyrrent (CC) data from neutrino-
iron scattering, collected by the NuTeV collaboration [[L4&8hd neutral-current (NC) data from the
NMC [144] and BCDMS [145, 146] collaborations.

We have used NuTeV data dry(z) andzF3(z) at the test values of)?> = 31.62 GeV? and
12.59 GeVf. The structure functiorf, contains a gluon-initiated contributiofy, which is not soft-
enhanced and is very small at large we extractedF’y from a global fit, e.g. CTEQ6M [47], and
limited our fit to the quark-initiated terry. We chose a parametrization of the fofffi(z) = Fy(x) —
Fi(z) = Az=*(1 — 2)%(1 + bx); 2F3(z) = Cz~P(1 — 2)7(1 + kz). The best-fit parameters and
the x? per degree of freedom from the fit are quoted in [147]. In FE&.andZB, we present the
NuTeV data onfy(z) andxFs(x) atQ? = 12.59 GeV?, along with the best-fit curves. In order to
extract individual quark distributions, we need to considiso NC data. We use NMC and BCDMS
results, and employ the parametrization of the nonsingtettire functionf3* = £} — Ff provided
by the NNPDF collaboration [148, 149]. The parametrizatip48, 149] is based on neural networks
trained on Monte-Carlo copies of the data set, which inckilenformation on errors and correlations:
this gives an unbiased representation of the probabilgyridution in the space of structure functions.
Fig.[29 showsF2s(z, Q?), computed with the neural parametrization at our chosenegabf?, for

Contributed by: G. Corcella, L. Magnea

40



—— ——
(a) (b)
I 1.00 | _
100 |- Q%=12.59 GeV? — F Q%=31.62 GeV® 3
£ 3 050 |
N I S N |
ot | - B 010 £ =
F 0.05
10-% RS R N I B W 0.01 -
0 0.2 0.4 0.8 0.8 0 0.2 0.4 0.6 0.8
X X
Fig. 27: NuTeV data and best-fit curves for the structuretioncFy atQ* = 12.59 GeV? (a) and 31.62 Ge¥/(b).
i Tt T o8 -~ rrr Tt T
08 (a) ] [ (b) ]
- 1 0.6 .
06 — — 4
= o4 | - i 04 :_ 7]
0.2 -_ Q2=12~59 Gevz _- 0.2 -— Q2=31.62 GeVz —-
ol b b e ] AT ER R S B
0 0.2 0.4 0.8 0.8 0 0.2 0.4 0.6 0.8
X X
Fig. 28: As in Fig[2¥, but for the structure functidés.
0.06 I I I AL BN L I 0.08 1 T L L
: @ ] - ®
0.05 [— HHHHI — 005 [— HHHH{ —
0.04 [ IH 111 - 004 [ }H III =
0.03 2 [ I 3 0.03 a II -]
2 - I II 1 8 _ 1
« C :{ ] o C 1
= o002 [+ Q%=12.59 GeV® 1 — 0.0z Q°=31.62 GeV? II -
: h : : i z
0.0 i - 0.01 L -]
C 3 1 r E 1
C is, 1 r I,
JN & N I RPN RPN /. PR J S R R B i
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.8 0.8 1
X X

Fig. 29: A sampling of the neural parametrization of NMC ar@BVS data forF3*(z, Q%) atQ? = 12.59 GeV? (a) and at
Q? = 31.62 GeV? (b), from the NNPDF Collaboration [148].

x =n/40,n = 1,...,39. The central values are given by the averages of the resoiitsned with
the one thousand neural networks of the NNPDF collabora#ind the error bars are the corresponding
standard deviations. The errors are quite large, becagige:, Q?) is the difference between proton and
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deuteron structure functions, which implies a loss of [@ieai.

Writing F», x F3 andF3* in terms of their parton content, we can extract NLO and Nekummed
quark distributions, according to whether we use NLO or Nloefficient functions. In order to solve
for individual quark distributions, we assume isospin syeimy of the sea, i.es = 5 anda = d, we
neglect the charm density, and impose a relation of the form «u. We obtain a system of three
equations, explicitly presented and solved in [147] in ®mwhu, d ands. We begin by working in
N-space, where the resummation has a simpler form and qustrbdtions are just the ratio of the
appropriate structure function and coefficient functiore Will then invert the results to-space using a
simple parametrizationy(z) = Dz~ (1 — z)°.

Figs.[3DE3IL show the effect of the resummation on the upkogiatribution atQ? = 12.59 and
31.62 GeV?, in N- andz-space, fow = 1/2. As for the result inc-space, the best-fit values b, v and
§, along with they? /dof, are quoted in Tablg 6.

The impact of the resummation is noticeable at lalgend x: the coefficient function and its
moments in that region are enhanced by the resummationhanefdre quark densities are suppressed
when extracted from a given set of structure function datee &ffect is larger ap? = 12.59 GeV?, as
expected from the running of the strong coupling. In Eig. 3 also present the up-quark density ac-
cording to the MRST2001 set [26], in the NLO approximatiornived the various approximations which
we made in our analysis, the limited data set and the empbadésges data, we do not expect that our
results should agree with the MRST2001 global fit. We notedwawthat at lowz the MRST2001 up-
quark distribution is within the error range of the densitétracted form our fit. Atlargeitlooks closer
to our NLL-resummed PDF rather than to the NLO one. In factleerved in [150], the MRST2001 set
was fitted to CCFR structure function data [151], which amedothan NuTeV at large. It is therefore
reasonable that the NLO MRST2001 PDF’s be lower than the Nh€savhich we extracted from a fit
to NuTeV, and therefore closer to our resummed PDF’'s. Therelimncy between NuTeV and CCFR
at largex is now described as understood [143]. In principle, alsmd s densities are affected by the
resummation; we found, however, that the errors on thesesRiithin our fit are too large to display
sensitivity to soft resummation.

Table 6: Best-fit values and errors for the up-quarkpace parametrization, at the chosen valugg“of

Q> PDF D v 0
1259 NLO 3.025+0.534 0418 +0.101 3.162+0.116
RES 4.647+0.881 0.247+0.109 3.614 + 0.128
31.62 NLO 2.865+0.420 0.463 +0.086 3.301 + 0.098
RES 3.794+0.583 0.351+0.090 3.598 + 0.104

Fig.[32 shows the impact of the resummation on the rAtidx) = (unpo(x) — ures(x)) /unLo(x),
at both values o€)?, for the central values of the best-fit parameters, as qunt@dble[®. We observe
that the suppression of the resummed up quark distributitin nespect to the NLO one is aboiff; at
x ~ 0.58, 10% atx ~ 0.65 and20% atx ~ 0.75 for Q% = 12.59 GeV?, while for Q? = 31.62 GeV?
the same suppression factors are reachedat.61, x ~ 0.69 andx ~ 0.8, respectively.

We note that our results on fixed-order and resummed quatribdigons at the two values @)?
are consistent with NLO perturbative evolution. This iswhdn Fig.[33: NLO and NLL-resummed
moments obtained from a fit of the data at 12.59 &axe consistent with the ones obtained via NLO
evolution from the values fitted at 31.62 G&\ust within one standard deviation. It should be observed,
however, that the evolution of resummed moments is lessstens than the NLO one, which might be
due to effects of power corrections, which are entangledgaésummation and have not been accounted
for in our work.
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In conclusion, we have fitted fixed-target largd3IS structure function data, and extracted NLO
and NLL-resummed parton densities. We found an impact ofédeammation on valence quark den-
sities, which are suppressed by abo0t— 20% atz > 0.5 and moderat&)?. Our results show that
higher-order perturbative effects should not be negleict@érton fits at large:. A NNLO analysis [26]
is bound to include some of the effects discussed here andtispain right direction. Whenever re-
summed hard partonic cross sections are employed, howieweould be desirable to have at hand
resummed PDF’s as well: our results in fact show that in soasexthe Sudakov enhancement of the
partonic cross section which is typical of soft resummatould be partly compensated by a suppression
of large« partons when the same physical effects are consistentlyded in their determination.

7. BOTTOM-QUARK FRAGMENTATION: FROM ete~ DATA TO TOP AND HIGGS DE-
CAYs 11

7.1 Introduction

We investigate3-hadron production ir e~ annihilation ¢Te~ — bb), top decay { — bW) and the
Standard-Model-Higgs decay — bb, which is relevant at the LHC fany < 135 GeV, and to Higgs
production in association with vector bosons [152}topairs [153, 154].

We describé-quark production using resummed calculations, based eifotimalism of pertur-

HContributed by: G. Corcella, V. Drollinger
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bative fragmentation functions [155], and the HERWIG [38H#&YTHIA [27,156] Monte Carlo event
generators. We us€ e~ data on theB-hadron spectrum collected by the SLD [157], ALEPH [158] and
OPAL [159] experiments to fit the cluster and string hadration models, implemented by HERWIG
and PYTHIA, and the Kartvelishvili non-perturbative fragntation function [160], used in the frame-
work of the resummed calculation. We shall employ the fittedlets to predict thé-energy distribution

in top and Higgs decays. Furthermore, we shall use data freirtFBil [161] in Mellin moment space to
extract the moments of the non-perturbative fragmentdtiontion and predict théV-spaceB-spectrum
int — bW andH — bb.

7.2 Bottom-quark production and multi-parton radiation
We shall first consideb-quark production at the next-to-leading order (NLOYinH and top decays:

P(Q) — b(py)b(py) (9(pyg)) - (26)
with P = Z or H, and
Q) — b(pe)W (pw) (9(pg)) - (27)
We shall neglect powers ¢fn? /Q?)P and consider thé-quark energy fraction
1 2p-Q
Ty = 1w Qz (28)
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with w = 0 in Higgs andZ decays andv = m?,/m? in t — bW. The approach of perturbative
fragmentation functions [155] expresses thedistribution as the convolution of a massless coefficient
function and a perturbative fragmentation functibrim, 1), associated with the transition of a light
parton into a heavy quark:

1 dr Yz | 1dD
—b(xb7Q7mb) :/ - [F_()d—zb

MS
- DMS <@ . 29

Ty dzp oy 2 (Z,Q,,U,MF)] b e nuFamb) ( )

In Eq. m),dfb/dz is the differential width for the production of a massléssafter subtraction of
the collinear singularity in théAS factorization schemeMsS coefficient function),. and i are the
renormalization and factorization scales. The NLO codffitifunctions have been computed in [155,
162,163] foreTe~ collisions, top and Higgs decays, respectively.

The perturbative fragmentation function follows the Ddkatr—Gribov-Lipatov—Altarelli—Parisi
(DGLAP) evolution equations and its initial condition at@ake ;.o is process-independent [155, 164].
Solving the DGLAP equations for an evolution fraugr to .z, with an NLO kernel, allows one to re-
sum leading (LL)% In" (2 /p2 ) and next-to-leading (NLL)Z In" ! (2. /u2 ) logarithms (collinear
resummation). Settingor ~ my andur ~ @, one resums the large mass IogarithrtQ2/m§), which
appears in the massive spectrum [155].

Moreover, the coefficient functions and the initial corwlitiof the perturbative fragmentation
present terms which become large fgr — 1, which corresponds to soft-gluon radiation. NLL soft
resummation in the initial condition of the perturbativagmentation function is process-independent
and has been carried out in [164]. In [163—165], NLL soft teimthe coefficient functions of — bb,

t — bW andH — bb processes have been resummed. In terms of the Mellin vardpsuch calcula-
tions resum LLs¢% In"*! N) and NLLs @%In™ N) in the Sudakov exponent.

As far as Monte Carlo event generators are concerned, HERMWGPYTHIA implement LO
processes, such @&(H) — bb andt — bW, and the subsequent parton radiation is treated in the
collinear approximation. As discussed, e.g., in [166]s tkiequivalent to a LL resummation, with the
inclusion of some NLL terms as well.

In order to allow hard and large-angle radiation, partomae are provided with matrix-element
corrections. PYTHIA uses the collinear approximation tpydate the full phase space and the tree-level
exact matrix element corrects the first emission [167, 168{THIA 6.220, which we shall use here-
after, contains matrix-element corrections to all the aered processes. Unlike PYTHIA, the standard
HERWIG algorithm completely suppresses the radiation éngrcalled ‘dead zone’, corresponding to
hard and/or large-angle radiation. The exact matrix elé¢mepulates the dead zone (hard correction)
and corrects the shower every time an emission is the ‘hiasgefar’ (soft correction) [169]. HERWIG
6.506, our default version, includes the corrections'te~ annihilation [170] and top decay [171]. More
recently, the corrections tB — bb processes have been implemented [172] , and we shall acfaunt
them in the following.

7.3 B-hadron spectrum in x g-space

In order to describe hadron production, both resummed ledions and Monte Carlo parton showers
need to be supplemented by hadronization models, whictatoparameters which need to be tuned
to experimental data. In particular, PYTHIA and HERWIG implent the string and the cluster model,
respectively. As far as the resummed computation is cordemnue shall convolute thiespectrum with
the Kartvelishvili non-perturbative fragmentation fuioct

D™ (z;7) = (1+7)2+7)1 —=z)27, (30)

and fit the parametey to data.

45



Table 7: Parameters of HERWIG and PYTHIA hadronization netiened toe e~ data, along with the? /dof.
[ HERWIG | PYTHIA |
CLSMR(1)=0.4
CLSMR(2)=0.3 | PARJ(41) = 0.85
DECWT =0.7 | PARJ(42)=1.03
CLPOW=2.1 | PARJ(46)=0.85
PSPLT(2) = 0.33
[ X?/dof = 222.4/61] x?/dof = 45.7/61]

We shall consider data from SLD, ALEPH and OPAL on fBéadron energy fractiompg, which
is the hadron-level counterpart of EG.X28). As in [172], whising the resummation, we consider the
data in the rang6.18 < xp < 0.94, to avoid the regionggz — 0 andxg — 1, where the calculation
is unreliable. In fact, the predicted parton- and hadraellspectra become negative at very small and
very largezx, owing to the presence of unresummed terms and to non-pative corrections, relevant
especially at large. In the considered range, we obtain= 17.178 4 0.303, with 2 /dof = 46.2/53.

As for HERWIG and PYTHIA, the default parametrization of thedronization models would not
be able to fit such data, as one would géfdof = 739.4/61 for HERWIG andy?/dof = 467.9/61
for PYTHIA. In [172], the cluster and string models were tdrie the data and the results are reported
in Table[¥. The newy? are x?/dof = 45.7/61 for PYTHIA andy?/dof = 222.4/61 for HERWIG:
although HERWIG is still not able to fit well the data, the caripon is greatly improved after the tuning.
Major improvements in the description bffragmentation are nonetheless present in the C++ version
HERWIG++ (whose use is beyond the goals of our analysis)chvisiable to describe well the data, after
fitting only the shower cutoff [173]. More details about this fare discussed in [172], where it is also
pointed out that our tuning works well also for the new modgbiemented in PYTHIA 6.3 [27]. Using
options and parameters as they are defined in the new scémavitel 1), we get(?/dof = 45.7/61.
In Fig.[34 we present thep data, and the spectra given by the resummed calculatiomnpleded with
the Kartvelishvili model, by HERWIG and by PYTHIA. DefaultEHRWIG and PYTHIA are quite far
from the data; after the tuning, PYTHIA reproduces the daitegvell, while HERWIG yields a broader
distribution.

Using the fitted parameters, we can predict thepectrum in top and Higgs decays: this is shown
in Fig.[33, form; = 175 GeV andmy = 120 GeV. In top decay, PYTHIA reproduces the peak of
the resummed calculation rather well, while it is below thieLNorediction atzp < 0.7 and above
atzp > 0.9. HERWIG is below the resummed spectrum in most iierange, and above only at
largexp. As for H — bb processes, PYTHIA fares rather well with respect to the Nlcelation
and, although small discrepancies are visible, the ovagabement looks acceptable. HERWIG vyields
instead a broader spectrum, which is higher than the NLO+bihé at intermediate and largg;, and
lower around the peak.

7.4 Results in moment space

We now turn to the results aB-hadron production in Mellin moment space, where the momiégtof
the differential width read:

I'dz

In Ref. [161], the DELPHI collaboration presented the motador B production ine™e~ annihilation.
From the point of view of resummed calculations, working ioment space is better since,/\rspace,
convolutions become ordinary products, and the thus osldietween parton- and hadron-level cross
sections becomesj?, = U?VD}“VP, whereD} the N-space counterpart of the non-perturbative fragmen-

! 1dr
FN:/ dz 2N 71 = —(2). (31)
0
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Fig. 35: B spectrum in top (a) and Higgs (b) decays, using HERWIG, P¥YAatd NLO+NLL calculations.

tation function. Therefore, there is no need to assume angtiftnal form for the non-perturbative
fragmentation function ir:-space. Moreover, resummed calculations are well definéd-gpace, and
do not exhibit the problems of theg spectra, which become negative at small or large

In Table[® we quote the data from DELPHI, the moments yieldgdHBERWIG, PYTHIA and
the NLO+NLL calculation inZ, t and H decays. The moments given by HERWIG and PYTHIA in
ete™ annihilation are consistent, within the error ranges, Withones measured by DELPHI. Although
problems are present when fitting the data from LEP and SLD, it is remarkable that HERWIG is
compatible with the DELPHI moments within one standard alion.

The results for top and Higgs decays exhibit similar feaumetherp spectra. In top decay,
PYTHIA is very close to the NLL calculation which usés,” extracted from the DELPHI data, while
HERWIG, whose predictions are shifted toward larggr yields larger moments. Féf — bb, PYTHIA
and HERWIG give moments which are compatible withfi.

7.5 Conclusions

In summary, we have investigatéequark fragmentation ir™e~ annihilation, top and Higgsl —

bb decays. We have describédoroduction using resummed calculations, based on the rpative
fragmentation approach, HERWIG and PYTHIA. We have fittecdw hadronization models to LEP
and SLD data orB-hadron production and performed predictions onfhspectrum in top and Higgs
decays. Tuning the HERWIG and PYTHIA hadronization modédsgd a crucial role, as the default
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Table 8:Momentso ¥ from DELPHI [161], and moments i e~ annihilation, Higgs {7) and top () decay, using
NLL resummed calculations, HERWIG (HW) and PYTHIA (PY).

| | () (%) () () |
[ "¢ datas} |0.7153:0.0052 0.540:0.0064 0.42360.0065 0.34060.0064]

ete” NLL o}, 0.7801 0.6436 0.5479 0.4755
DY 0.9169 0.8392 0.7731 0.7163
ete” HW o ¥ 0.7113 0.5354 0.4181 0.3353
ete” PYol 0.7162 0.5412 0.4237 0.3400
H-dec.NLLTY, 0.7580 0.6166 0.5197 0.4477
H-decT'¥ 0.6950 0.5175 0.4018 0.3207
H-dec. HWT'Y 0.6842 0.5036 0.3877 0.3076
H-dec. PYT% 0.6876 0.5080 0.3913 0.3099
t-dec. NLLT'%, 0.7883 0.6615 0.5735 0.5071
t-dec. NLLT'® 0.7228 0.5551 0.4434 0.3632
t-dec. HWI'E 0.7325 0.5703 0.4606 0.3814
t-dec. PYTY 0.7225 0.5588 0.4486 0.3688

parametrizations would not be able to reproducecthe™ data. Moreover, we have analysed data from
the DELPHI Collaboration in moment space, extracted thepenturbative fragmentation function in
N-space, and compared the moments given by resummed calng|ld ERWIG and PYTHIA.

8. STUDY OF JET CLUSTERING ALGORITHMS AT THE LHC 12
8.1 Introduction

A wide spectrum of new physics topologies, as well as knovatgsses like top quark production, will
have quarks in the final state of proton-proton collisionghatLHC. When reconstructing the quark’s
kinematics, jet reconstruction is of major importance,ahilis a complex task and not necessarily robust.
Ambiguities in the jet definition not only arise from the thetical point of view if higher order correc-
tions are taken into account, but also experimentally, dubd¢ magnetic field, the calorimeter response
and the different configuration possibilities of jet clugig algorithms.

This study concentrates on the algorithmic task of clusggtthe input objects (e.g simulated parti-
cles or calorimeter cells) into jets. This is performed framanalysis perspective, which means that the
jet clustering is considered to be optimal if the recongtomcefficiency of the complete kinematics of
the primary quark event topology is maximized. This recatsion efficiency will be defined in terms of
quality criteria or quality markers, relative to the perfance of a typical analysis like the reconstruction
of the mass of a resonance decaying into quarks. The disbeteeen the generated primary partons
and the reconstructed jefsand therefore the error of the jets, should be minimizedoiin energy and
momentum (angular) space, for examgle= Hft — 9;1“‘””“.

Physics effects like pile-up, underlying event and radragnlarge this mean error. The scope of
this study is to find the most efficient configuration for jetdiimg algorithms in the presence of these
effects, in order to maximize the fraction of events for whaidl quarks have smaller errors than some
predefined criteria. Hence, events suffering from a largewarhof hard gluon radiation will be rejected.

The resulting efficiency does not only depend on the conftguraf the jet finding but also on
the event topology. This will be investigated for processéh two, four, six and eight primary quarks
in the final state, covering a significant spectrum of phyprogesses at the LHC.

2Contributed by: D. Benedetti, S. Cucciarelli, J. D’'Hondt,@iammanco, J. Heyninck, A. Schmidt, C. Weiser
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To disentangle detector effects from pure algorithmic almgkjrs effects, the study is performed
with simulated particle information as input to the jet fimglialgorithms. The comparison with a realistic
detector is beyond the general scope of this contributiowilllbe described in dedicated papers for the
specific experiments.

8.2 Jet Clustering Algorithms

The following jet reconstruction algorithms are considere this study: thelterative Conealgo-
rithm (IC), the inclusiveky algorithm 1) and theMidPoint Conealgorithm (MC). A description of
these algorithms and the definition of their parameters eafobnd in Ref. [174]. For all algorithms
the energy recombination scheme andh@-metric is used. The main parameters that are varied for
the different algorithms are: the cone radius for Hezative Conealgorithm; the R-parameter that re-
flects a radius-like role for thler algorithm; the cone radius and the shared energy fracti@sitiold for
merging for theMlidPoint Conealgorithm.

For all algorithms generated and stable final state pastale used as input. Muons and neutrinos
are excluded, and the effects of the magnetic field are nettako account. All particles are assumed
to emerge from the primary vertex, where the clustering ifopaed.

8.3 Event Generation

Proton collisions at 14 TeV have been generated at a luntynoBR x 10** cm~2s~!. Final states like
fully leptonic and semileptonitt, and semileptonic and hadrortidd — ttbb events, have been selected
to represent topologies with two, four, six and eight prignquarks. Thet events were generated using
PYTHIA version 6.2 and thetH events were generated with compHEP version 41.10, inexlfac
PYTHIA version 6.215. For the leptonic decay of the W bosarty electrons and muons are considered.

8.4 Event Selection

A realistic event selection is applied. The reconstructdd are required to have a transverse energy
larger than 20 GeV, and to be within the tracker acceptanca foopern-tagging performancef| < 2.4

for the CMS experiment). Isolated signal leptons from thel®day are removed from the jet finding
input. Only if the number of jets passing these criteria igda than or equal to the number of primary
partons the event is considered for the analysis.

An iterative procedure is used to match the reconstructiedtgethe generated primary partons
based on thé\ R distance in therf,¢) plane. For each possible jet-quark couple fhR-value is calcu-
lated, and the smallest value is considered as a corregugt matching and is removed from the list
for the next iteration. When more jets have a minilak-value with the same quark, the couple with
the lowestA R-value is taken. This procedure is iterated until all jetgehtheir respective quark match.

8.5 Description of the Quality Markers

In order to obtain an efficient reconstruction of the kindosaof the primary partons, the selected jets
should match both in energy and direction the primary partoviariables called quality markers are
defined to quantify the goodness of the event reconstrudtmn that perspective. Although physics
effects of pile-up, gluon radiation and underlying evenli @egrade the overall event reconstruction
efficiency, their magnitude is equal for all considered jefimtions. Hence, the relative comparison
between jet definitions is meaningful.

8.51 Event Selection Efficiency,”:

This efficiency is defined as the fraction of events that phsstent selection. When the selection is
applied on quark level, the efficiency is equal to 80% for the guarks final state, 62% for the four
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quarks final state, 61% for the six quarks final state and 52%&eight quarks final state.

8.52 Angular Distance between Jet and Parton “Fralg

Ajetis considered to be well reconstructed, if thé&® distance between its direction and its best matched
quark direction;,, is sufficiently small. For each event, this results in adi’s'lncreasinga;p—values,

{ajl.p, ey Ay = ag’;ﬂw}, wheren is the amount of primary quarks in the considered event tapol

Hence,a is defined as the maximum§p—value of alli jet-quark pairs in the event. Thf,g'.p distri-

butions for a four quarks final state are shown in[Eib.36. Hsedne of these plots represents dfjg™

events
events
events
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al, (rad) a2 (rad) a3, (rad) at, (rad)

Fig. 36: Distributions obc;'-p in increasing order for the IC algorithm with a cone radiu®gf in the case of a final state with
four quarks. The 0.3 rad criteria as discussed in the texdisated.

variable. To quantify the angular reconstruction perfatogaof a particular jet definition, a quality
marker is defined as the fraction of events with#f value lower than 0.3 and denoted as “Fegg*".
The choice of the worst jet is motivated by the reasoning ttedirections of all primary quarks in the
event are required to be well determined.

8.53 Energy Difference “Frag/“*":

The reconstructed energy of the primary quarks is usuadlgdal and has a broad resolution. Fidude 37
shows the average fraction of the quark energy that is réscmtsd for a specific algorithm configuration
as a function of the reconstructed transverse jet energgh &wcalibration curve can be interpreted as
an estimator for the expected reconstructed energy. Femptht only well matchedc(;, <0.3), non-
overlapping jets were taken into account. For the iterattvee algorithm, a jet is considered to be non-
overlapping, if itsA R distance to any other jet is larger than twice the value ottree radius parameter
of the algorithm. It is the aim of jet calibration studies tetermine these average corrections to be
applied on the reconstructed jet energies. Therefore thairéng component is the energy resolution.

The ﬁ;—p values are defined for each primary quarg&s the distance from the expected energy
fraction (deduced from the fitted function in FIg137) in snif standard deviations. For each selected
event, the primary quark with the highe@jtp value, called5?7** is considered to be the one with the
worst reconstruction performance from the energy pointi@fvy An example for the’;’;’;‘” distribution
is shown in FigE33B. An energy related quality marker is defiae the fraction of events with @7

lower than 2 standard deviations, and denoted as Bj’yﬁ”

8.54 Combined Variable “Frae(},**+ 57%*)":

The combined variable is defined as the fraction of eventshithvboth the direction and the energy
of then primary quarks are well reconstructed using the definitiorSectiol 8.5R and8.53. The cor-
relation betweer/)** and 57 is shown in Fig[(30, where applying both quality criteria defi a
rectangular area in which the kinematics of the primary kgiare well reconstructed. As an illustration
of the power of this combined variable in identifying weltomstructed events, the reconstructed spec-
trum of the hadronic top quark mass in the semileptohiial state is shown in Fig#0. The light grey
histogram shows the spectrum from events where the the kitiesnof the primary quarks have been
badly reconstructed according to the combined variable.
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Fig. 37: Example of ami’% VS. E%” curve for the IC algoFig. 38: Distribution of37.** for the IC algorithm with a cone

ap
rithm with a cone radius of 0.4, applied on a final state witlrfadius of 0.4, applied on a final state with four primary qsark

primary quarks. The vertical bars illustrate the resohutio
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Fig. 39: Box plot of37,** vs. o, for the IC algorithm withFig. 40: Distribution of the hadronic top quark mass, usktg |
a cone radius of 0.4, applied on a final state with four princdugtered with the IC algorithm with a cone radius of 0.4, ap-
quarks. plied on a final state with four primary quarks.

8.55 Overall Quality Marker "FracGood”

The fraction of selected and well reconstructed eventsthie selection efficiency,, multiplied by the
combined variable Fraa(;"*+45;7°) is defined as “FracGood".

This last quality marker is interpreted as an estimate ferédconstruction efficiency of the kine-
matics of the primary quarks of the complete event, and thereised to compare different algorithms
and their corresponding configurations. Although thisalsle gives a powerful overall indication of a
reasonable jet definition, it is sometimes useful to comdiuke partial information of the individual qual-
ity markers. Depending on the priorities of a specific physinalysis, one would be interested in the
average number of reconstructed jets, or the energy résoligr non-overlapping jets, or the efficiency
of the angular matching between primary quark and jet. Tiega@e number of jets gives an idea of
the sensitivity to pile-up, underlying event, and the rdtéake jets, while the energy resolution can be
linked to the issue of jet calibration.

8.6 Results

In this section the most important observations for eachljestering algorithm considered are summa-
rized.

8.61 Iterative Cone Algorithm

Fig.[42 shows the “FracGood” variable as a function of theectadius. The maximum fraction of

well reconstructed events is obtained for a cone radiusngufyom 0.3 to 0.5, depending on the event
topology. The dependence of the fraction of well reconsgdievents on the minimal transverse energy
of the jet seed is found to be negligible. A stronger depecel@s well as a larger optimal cone radius
is however expected when the jet input is changed from siedlt reconstructed particles. due to a
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magnet field, will result in a stronger dependence of the rermob reconstructed jets with respect to a
minimal seedEr-value.

Another important observation is the decrease of the optiore radius for increasing jet mul-
tiplicity. This behaviour can be explained by the higherhaoility of overlapping jets for higher jet
multiplicities. The generally lower selection efficiendyid[4) for high multiplicities is interpreted as
due to higher probability for overlapping jets, the diffier@, spectrum of the jets, and moreover to the
fact that an increase of the average center of mass energyffeproduction compared t-production
will result in extra hard gluon jets.

Furthermore, a lower selection efficieneyis observed for very low jet radii. This can be ex-
plained by the transverse energy cut of 20 GeV which is maorersdor small opening angles.

Both effects will result in a more difficult jet clusteringstafor high jet multiplicities. Compared
to 55% of well clustered events in the two quark final statdy &% of the events in an eight quark
topology pass all the criteria using the optimum cone rattisach case.
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Fig. 41: Fraction of selected events versus the cone ratluBi¢. 42: Fraction of well clustered and selected eventsugers
algorithm). the cone radius (IC algorithm).

The angular and energy resolutions for different cone raddi shown in Fig[Z45. The points
closest to the origin can be considered to give the bestutsios and they are in good agreement with
the clustering parameters obtained for the optimal recoctsbn efficiency.

8.62

Fig.[44 shows the result for the scan of the R-parameter aittiesive k1 algorithm. Again, a strong
dependence on the jet multiplicity is observed. For the twark topology, R=0.6 gives the best perfor-
mance, while this value is reduced to 0.3 for the 8 quark twpol This behaviour is expected keeping in
mind that the R-parameter plays a comparable role for tHasive £ algorithm as the jet radius does
for thelterative Conealgorithm. Compared to the optimal configuration of Hegative Conealgorithm,
this algorithm performs almost identical for the two quadse, but is able to get higher reconstruction
efficiencies for larger jet multiplicities.
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Fig. 43: Fraction of selected events versus the R-parartietdfig. 44: Fraction of well clustered and selected eventsugers
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The resolution plot in Fid—45 shows a similar behaviour agtie Iterative Conealgorithm. The
resolution seems to be optimal for a R-parameter value factwdlso the fraction of selected and well
clustered events is maximized.
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Fig. 45: Relative energy resolution versus angular reemigi\ R distance between jet and quark) for the IC algorithm (left) a
k7 algorithm (right). The markers of the same type represenséven different IC cone radii (0.2-0.8) or the ten R-patame
values (0.1-1). The values on the top left are the ones witsthallest cone radii or R-parameter values, respectividlg
energy resolution is defined as the RMS divided by the meare\afitheE?** / E4**"* distribution, and the angular resolution
is defined by the width of a gaussian fit to the symmetriadel distribution. For this plot, the two quark-jet pairs witlettvorst
matching (only the worst one in the case of two jets) have besmved to reduce the effect of radiation.

8.63 Midpoint Cone algorithm

The scan of the cone radius is shown in Eid. 46 and the depeedenthe shared energy fraction thresh-
old for merging is shown in Fig—47. For high jet multipli@s, theMidPoint Conealgorithm is able to
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Fig. 46: Fraction of well clustered and selected eventsugdigy. 47: Fraction of well clustered and selected eventsugers
the cone radius for a merging threshold of 0.5 and a conetlaeetireshold for merging for a cone radius of 0.3 and an area
fraction of 0.25 (MC algorithm). fraction of 0.25 (MC algorithm).

reach slightly higher efficiencies than therative Conealgorithm. Surprisingly, almost no dependence
on the shared energy fraction threshold for merging has fmeerd. This behaviour might be related to
the fact that simulated particles have been used as input.

8.64 Summary of the Main Observations

Table[® summarizes the optimal parameter values for the fleteclustering algorithms, and for each
of the considered event topologies. For each optimal jefigaration, the respective estimate of the
fraction of well reconstructed events is given.

8.65 Correlation Between Optimized Configurations
The correlation between the optimizéidrative Conealgorithm and the inclusivé, algorithm for the

final state with four primary quarks is shown in Higl 48 antifé®the o’/)** and37;** variables.
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Table 9: Overview of the optimal parameter values with thespective estimate of the fraction of well reconstructezhes.

IC kr MC
jet radius R-parameter jet radius Overlap Threshold
Value | FracGood | Value | FracGood | Value | FracGood Value FracGood
2 quarks| 0.5 53.9 0.6 54.9 0.5 42.4 0.40 40.3
4 quarks| 0.5 22.3 0.5 23.8 0.3 22.8 0.40-0.50 22.9
6 quarks| 0.3 11.2 0.4 12.9 0.2 12.1 0.50-0.60 11.8
8 quarks| 0.3 4.85 0.3 5.93 0.2 5.72 0.60 5.0
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Fig. 48: Correlation between the IC akg algorithms for the=ig. 49: Correlation between the IC akg algorithms for the
a7, variable in the case of the final state with four primgi§*” variable in the case of the final state with four primary
quarks. quarks.

8.66 Robustness Of The Method Against Hard Radiation

The sensitivity of the overall observations to the radiatd gluons with a large transverse momentum
relative to their mother quark, or from the initial state foro system, is investigated in the following.
The distributions of theyép—values ordered by their magnitude within an event are shoviig.[50 for

a sample without initial and final state radiaftén This has to be compared directly to Figl 36 which
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Fig. 50: Distributions ofoc;'-p in increasing order of magnitude for the IC algorithm in thee of a final state with four primary
quarks which do not radiate hard gluons.

shows the same plots including final state radiation. Olshiouhe long tails are not present in the case
without radiation which indicates that tleR cut of 0.3 for the worst jet is not expected to have an effect
in this case. The observation is indeed, that the lfge(+57*") quality marker has a flat distribution,
but not the selection efficiency and therefore the “FracGoplity marker.

Fig.[52 shows the fraction of selected, well clustered sgptiinictt events with and without initial
and final state radiation for théerative Conealgorithm. The addition of radiation results in an overall
lower efficiency, but the optimal cone radius and the shapkeo€urve are robust. A similar observation
was obtained for the inclusivier algorithm in Fig[5P.

In order to quantify the effect of radiation on the resolnsipFig[5B shows the two cases for the
Iterative Coneand the inclusivé algorithm. As expected, the overall resolutions are battédne case
without radiation, but the shape of the curves remains iauair

BPYTHIA parameters\/ ST P 61 and71 were switched off.
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8.7 Conclusions

In this paper three jet clustering algorithms (ttexative Conealgorithm, the inclusivé algorithm and
the MidPoint Conealgorithm) are compared according to some pre-defined meafoce criteria based
on reconstruction efficiencies of the kinematics of the prynquarks. A scan of the most important
algorithm parameters is performed in order to determinetienal jet clustering from an analysis point
of view, i.e. to maximize the reconstruction efficiency.

As a proof of concept for the quality definition of the jet dkrsng, the top quark mass was
determined from reconstructed jets. The quality markenewvable to isolate the narrow, gaussian top
guark mass peak in a broad distribution.

The study was performed on different event samples withltgpes ranging from two primary
quarks (fully leptonic and semileptonic top quark pairsitaeight ¢4 — bqgbgqbb). As expected, it
was found that smaller opening angles are better suiteddbehjet multiplicities.

The presented results have been obtained using simulatgde@formation at the vertex, and

without a magnetic field, but similar results have alreadgrbextracted for a full detector simulation.
These results will be published in dedicated papers forpkeific experiments.

9. COLOUR ANNEALING — A TOY MODEL OF COLOUR RECONNECTIONS 14
9.1 Introduction

Among the central objectives of collider physics is the meaneasurement of the elementary particle
masses and couplings. Striking recent examples are theuneeasnts both at LEP and at the Tevatron
of the mass of théV boson to a precision better than one per mille [175, 176] —esipion giving
truly valuable insight into the mechanism of electroweaketry breaking as well as in probing for
the quantum effects of New Physics.

At present, with the top quark in focus at the Tevatron andpiingsics programme of the LHC
YContributed by: M. Sandhoff, P. Skands
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Fig. 54: a) the original colour topology in hadrorice™ — WW events, and b) a reconnected version. Note that these are
not Feynman diagrams but rather spatial diagrams depittimgituation after the annihilation, with the productiain at the
origin. Arrows pointing against the direction of motion sify antifermions.

only a few years distant, the solid understanding of QCD phmana beyond leading-order perturbation
theory is becoming increasingly more important, with adargnge of both experimental and theoretical
methods and tools being developed. The aim, to achievedtiemrand systematic uncertainties capable
of matching the expected statistical precision of the lalgta samples becoming available.

Apart from developments in flavour physics and lattice QC&3emtially all of these approaches
focus on the perturbative domain of QCD — in brief: includmgre legs/loops/logarithms in the calcu-
lations. The point we wish to stress here is that, even asguthese approaches to one day deliver pre-
dictions with negligible uncertainties associated witkaloulated perturbative orders, there still remains
the non-perturbative aspects, for which current undedétgncannot be called primitive, but certainly
not crystal clear either.

Recently, the structure and physics of the underlying elvastreceived some attention [177—-180],
but again the main theoretical thrust, with few exceptidt®&l| 182], has taken place in the perturbative
modeling, in the form of more sophisticated models for nplatiperturbative interactions [29, 34, 183].
While non-perturbative aspects certainly play a significafe, and enter into the descriptions in the
form of various phenomenological parameters, they gelyesaffer from being hard to quantify, hard to
calculate, and hard to test. In this study, we shall focusrenipely such a source of potential uncertainty:
colour reconnection effects in the final state, in particiidhe context of measurements made at hadron
colliders.

In Section[@.R we briefly discuss some previous cerebratiomsolour reconnections, and in
Sectior @B present our own toy model, for use in the presedysin Sectiof.914 we give a few explicit
examples and show some results ferevents at the Tevatron. Sectibn]9.5 contains a summary and
outlook.

9.2 Colour Reconnections

The subject of colour rearrangements was first studied byaBon, Pettersson, and Zerwas (GPZ)
[184], there in a mainly qualitative way, and in the contextemrrangements taking place already at the
perturbative level. They observed that, e.g. in hadrd¥i/ — (q1G2)(q3q4) events at LEP, illustrated

in Fig.[54a with colour connections traced by dashed line®rfierence effects and gluon exchanges
between the decay products could lead to a reconfiguratitimeatolour topology into the one depicted
in Fig.[54b. In the reconnected topology, both the pertivba®CD cascade and the subsequent hadro-
nisation phase would be substantially different, leadongery large effects.

Sjostrand and Khoze (SK) [185, 186] subsequently arguidsiich large effects were most likely
unrealistic. A reconnection already at the perturbativesll@equires at least two perturbative gluon
vertices, leading to an? suppression. Moreover, the relevant reconnection diagsaslour suppressed
by 1/N2 with respect to the leading (non-reconnectéi)?) diagrams. Finally, for the decay products
of the twoW bosons to radiate coherently, they must, in the languageagéwnechanics, be in phase,
which only occurs for radiation at energies smaller than Wiewidth. In other words, gluons with
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wavelengths smaller than the typical separation of the Wvdlecay vertices will be radiated (almost)
incoherently. For these reasons, SK considered a scen&eoeweconnections occur as part of the
non-perturbative hadronisation phase.

The SK model is based on the standard Lund string fragmentatiodel [187], in which the
chromo-electric flux lines formed between colour charggmissted at distances larger thanlfm are
represented by simple massless strings. SK argued thato istich strings overlap in space and time,
there should be a finite possibility for them to ‘cut each othi@ and rearrange themselves, much as has
been recently discussed for the case of cosmic and mesqgrecsstings [188, 189]. However, since we
do not yet know whether QCD strings behave more like flux tubes Type Il or a Type | supercon-
ductor (roughly speaking whether the topological inforiorats stored in a small core region or not),
SK presented two distinct models, commonly referred to adI&kd SK-I, respectively. As would be
expected, both models resulted in effects much smaller ithéime GPZ model, leading to a predicted
total uncertainty on th&V mass from this source ef,;, < 40 MeV. SK also performed a study of
QCD interconnection effects irt production [190], but only in the context ef e~ collisions.

Subsequently, a number of alternative models have also jpegosed, most notably the ones
proposed by the Lund group, based on QCD dipoles [191-188]0ae based on clusters by Webber
[194]. Apart fromWW physics, colour reconnections have also been proposed delmeapidity gaps
[195-197] and quarkonium production [198].

Returning toe™e™, experimental investigations at LEP Il have not found cosigk evidence of
the effect [199, 200], but were limited to excluding only tmere dramatic scenarios, such as GPZ and
versions of SK-I with the recoupling strength parametesel® unity. Hence, while colour reconnection
effects cannot be arbitrarily large, there is room for fartepeculation. In addition, as we shall argue
below, it may be possible that the effect is enhanced in madoflisions overe™e™ — with the added
complication that the environment at hadron colliders isessarily much less benign to this sort of
measurement than was the case at LEP.

9.3 Our Toy Model — Colour Annealing

In electron—positron annihilation, the two incoming ssatarry electromagnetic charge — giving rise
to a dilute cloud of virtual photons surrounding them — butstmng charge. From the QCD point of
view, the vacuum state is thus undisturbed in the initialestat least up to effects of ordef, i.e.e —
e/v* — €'qq. After the production of, say, W'W pair, e.g. with botiW bosons decaying hadronically,
ete” — WrW~ — (q1q2)(q3q4), further QCD radiation and hadronisation then developshén
background of this essentially pure vacuum state. As dsstlisbove, the final state colour topology
during the perturbative part of the QCD cascade, at leashdovenergies of order th&/ width, in all
likelihood is the one depicted in FigJ54a. For gluon enexgimaller than th&V width, however, the
question is still relatively open.

Going to (inelastic, non-diffractive) hadron-hadron =idns, the initial state already contains
strong charges. Using a simple bag model for illustratibe, tacuum at the collision point and in the
space-time area immediately surrounding it would not beutidisturbed one above, but would rather
correspond to the vacuuimsidethe hadronic bag. Though detailed modeling is beyond thpesobthe
present discussion, we note that soft colour fields livirgida this bag, with wavelengths of order the
hadron size~ hadronisation length, could impact in a non-trivial way themation of colour strings at
the time of hadronisation [195, 196], effects that would Im@te been present ite~ collisions.

We are not aware of any detailed studies, neither experaheat theoretical at this time. Several
of the models mentioned above would still be more or lesstdyrapplicable, but the noisier environment
of hadron colliders makes it daunting to attempt to look fay affect. In this paper, we propose a simple
toy model, to give a first indication of the possible size & dffect, in particular fott production at the
Tevatron.
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Since we do not expect the difference in background vacuuafféot the short-distance physics,
we take the arguments of SK concerning the absence of cadoonnections at the perturbative level
to still be valid. Though one could still imagine reconnens below the relevant resonance widths,
we shall not consider this. That is, we let the entire pe#dtive evolution remain unchanged, and
implement our model at the hadronisation level only. Haviogexplicit model for how the presence of
soft background fields would affect the collapse of the coleave functions at hadronisation time, we
consider an extreme case, where the quarks and gluons defpfiteget their colour ‘history’. Instead,
what determines between which partons hadronising stforgsis a minimization of the total potential
energy stored in strings. Specifically, we propose that #reops, regardless of their formation history,
will tend to be colour connected to the partons closest tmtilemomentum space, hence minimizing
the string length and thereby the average particle mutiplproduced by the configuration, as measured
by the so-called ‘Lambda measure’ [181, 201], here givemTassless partons for simplicity:

: (32)

wherei runs over the number of colour-anticolour pairs (dipolesjhe event,NV, m; is the invariant
mass of tha'th dipole, andMj is a constant normalisation factor of order the hadrorugasicale. The
average multiplicity produced by string fragmentationrnggortional to the logarithm of. Technically,
the model implementation starts by erasing the colour octiores of all final state coloured partons,
including ones fromW decays etc. It then begins an iterative procedure (whicbrtuniately can be
quite time-consuming):

1. Loop over all final state coloured partons.

2. For each such parton with a still unconnected colour dcalour charge,

(a) Compute the\ measure for each possible string connection from that padmther final
state partons which have a compatible free colour charge.
(b) Store the connection with the smalldsmeasure for later comparison.

3. Compare all the possible ‘minimal string pieces’ founde dor each parton. Select the largest of
these to be carried out physically. That parton is in somseeséme one that is currently furthest
away from all other partons.

4. If any ‘dangling colour charges’ are left, repeat from 1.

5. At the end of the iteration, if the last parton is a gluong &nall other partons already form a
complete colour singlet system, the remaining gluon is simftached between the two partons
where its presence will increase the totamneasure the least.

This procedure will find a local minimum of th& measure. More aggressive models could still be
constructed, most noticeably by refining the algorithm toidwbeing trapped in shallow local minima.
As a side remark, we note that the above procedure, which alerefer to as Type Il below, as it stands
would tend to result in a number of small closed gluon loopsné¢, we also consider a variant (Type
I) where closed gluon loops are suppressed, if other pdiisibiexist, see illustration in Fig.55. Both
variants of the annealing algorithm are implemented YTHRA 6.326, and are carried over tor PHIA

6.4, where they can be accessed usingMI&IP(95) switch, see also the update notes [202] and the
PYTHIA 6.4 manual [203].

9.4 Results

As a first application of the new models, we consider theiectf on semileptoni¢t events at the
Tevatron. Specifically, whether an effect could be obsdevab the light-quark jet system from the
hadronicW decay. This is closely related to the work presented in [204]

For any fragmentation model, the first step is to make a (ne)taf the minimum-bias and
underlying-event (UE) parameters. Ideally, the whole eanfmodel parameters should come under
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scrutiny, however for the present study we limit oursel@s bne-parameter retuning of the multiple
interactions colour-screening cutoff irviPHIA (PARP(82) ), requiring the retuned models to agree with
the average charged particle multiplicity of Tune A [177EI&v, we compare Tune A to a preliminary
tune of the new UE framework (Old CR) adapted from the Low F@&fetin [183], and to the same
model with Type | and Type Il colour reconnections appliedr the 4 modelsPARP(82)=2.0 ,2.1 ,
2.2 ,1.55 , respectively.

Next, for each of the tuned models, 500@0events were generated B, = 1960 GeV, cor-
responding to approximatelyfb—! of integrated luminosity. Out of the semi-leptonic fractiof this
sample, events with exactly four charged particle jets vgetected (clustered with an exclusive KT jet
algorithm [205] withd.,; = 150 GeV?). Finally, the jets have to be uniquely identified to the eotr
parton. This was done requiring that the (and only the) dgditjet has a minimak R between its axis
and the initial parton.

In the undisturbed colour topology, three string piecesral@/ant; one spanned between ke
jets, one between the quark and theo beam remnant, and one between thand thep remnant. To
maximise the overlap of these strings, and hence creates &dwards situations where colour reconnec-
tions should be enhanced, we reject events that do not feitfiler condition Ay, > ng > 1, or B)

Mo = Mq > Mg

For each accepted event, we perform a boost to the rest framhe dadronicW, then a polar
rotation to line up the decay jets along thaxis (for condition A (B), the quark is rotated 6 (180°)),
and finally an azimuthal rotation to bring thejet from the associated top decay into the z) plane,
in the positivex hemisphere. We then reject events where the dihjet is not also in the positive-
hemisphere, so that the negativdiemisphere between th& jets should, at least to some extent, be
free from extraneous hadronic activity.
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We consider two observables, in both cases only includimtictes in the negative- hemisphere.
First, in Fig.[Bba, the charged particle multiplicity beemethe jets,1/N.,dN.,/df, and second, in
Fig.[B8b, the transverse momentum distributiofiV.,d N, /dp, for particles in the inter-jet region,
60° < 6 < 120°, indicated in FiglH6a by dashed vertical markers.

In Fig.[58a, the asymmetry between the left and right peadssiz due to the rapidity constraints
and to the way we performed the rotations; conditions A ankd® both force the associatbdjuark to
be closer to the right-hand jet. Given the subtle nature @gffect, and the noisy hadronic environment,
the variations in Figi_36 are quite large (the distortiontwd peak shape at small angles for Type | is,
however, probably too large to be realistic). However,c®that the reconnected scenariosndblead
to a significant reduced charged particle density in the-jeteregion, which would have been the effect
we should naively have been looking for, by comparison toethe™ studies. We note, however, that
the most agressive of the new models, Type Il (blue dashegt)xuloes produce fewer particles in the
fragmentation region than its sister Type | (green dot-ddshand also (as shown in figurd 56b) that the
charged particles produced in Type Il have a higher avepage

What is going on is that, as for so many aspects of hadromhaplnysics, the end result is not
controlled by one effect alone, but by a combination of feté/ultiplicity will be increased by allowing
more underlying-event activity and will be decreased bgvaithg more colour reconnections. Hence the
same multiplicity can be arrived at through different mixéshese. By first tuning to the min-bias data
we are to some extent cancelling these effects against elaeh @his illustrates an essential point: in a
hadron-hadron environment, the multiplicity alone may lb@ta discriminating variable. However, the
mixes are not completely equivalent. While they may leathiéosame result in one distribution, they will
differ for another. Specifically, by combining the partifliew with the energy flow, some discriminating
power can be gained. One way of realising this is to consiagrthe underlying activity is pumping
energy into the event. To maintain the same multiplicityrdbsition, the particle hardness must then be
a function of the underlying activity, as is illustrated big#58. While we shall terminate our discussion
here, the subject of disentangling these effects certamasits further consideration.

9.5 Conclusions

We have presented a few simple toy models of colour recolmmsgtbased on an annealing-like algo-
rithm. These models are quite general and are directly egigé to any process, unlike many previous
models for which only implementations specificMOW events exist.

As a first application, we have studied the effects on two Bnopservables in semileptonic
events at the Tevatron. We find that, while we cannot disd¢erptesence or absence of a classical string
effect in the multiplicity distributions alone, it may s$tibe possible to distinguish between different
models by including energy-flow information. The naturakingtep would be to consider the extent
to which measurements of the top mass at the Tevatron and lel@fuenced by these effects. For
instance, an attractive possibility is to use the hadrdigicaconstructedW mass in these events to set
the jet energy scale, hence the degree to which the hady@nicass reconstruction is affected by the
effects discussed here would be interesting to examine.

We intend this study mostly for illustration and for commuating a few essential remarks. As
such, we have freely (ab)used Monte Carlo truth informagind have skipped lightly over a number of
aspects, which would have to be more carefully addressedeial @analysis. We hope that this work may
nevertheless serve to stimulate further efforts in thistexgand presently little understood field.

Acknowledgements

We are grateful to the organisers of Les Houches 2005, “BhyiTeV Colliders” for a wonderful work-
shop, and to T. Sjostrand for enlightening discussionsamments on the manuscript. Furthermore
we would like to thank P. Mattig and T. Harenberg for theipgaort. This work was supported by Uni-

60



versities Research Association Inc. under Contract No. AGB2-76CHO03000 with the United States
Department of Energy.

10. TUNED COMPARISON OF ELECTROWEAK CORRECTIONS TO DRELL-Y AN-LIKE
W-AND Z-BOSON PRODUCTION — A STATUS REPORT 1

10.1 Introduction

The basic parton processes for single vector-boson prioduateqy’ — W — ly; andqq — v/Z —
I™1~, with charged leptonséin the final state. Experimental measurements in the viciofithe W and

Z resonances allow for a precise determination of the W+basass and, from the forward-backward
asymmetry, of the effective weak mixing angle. Above resaea the off-shell tails of appropriate
distributions are sensitive to the gauge-boson decay wid#t high invariant masses, for example, of
the!™ [~ pair, deviations from the standard cross sectionapg could indicate new physics, such as an
extra heavy Zor extra dimensions. Finally, the Drell-Yan-like W and Z gwetion processes may be
used as a luminosity monitor or to further constrain PDFeatHC.

Predictions for Drell-Yan processes do not only receiveat QCD corrections, which are
known up to NNLO [206, 207], but also important correctiorfsetectroweak origin. Unfortunately,
existing Monte Carlo generators, such aspACE [208, 209], ResB0s[210, 211], WINHAC [212] and
WGRAD [213] / ZGRAD [214], do not yet combine the complete knowledge on stramgelectroweak
higher-order effects. A first step towards this goal has baleen in Ref. [215] where the combined effect
of soft-gluon summation and final-state photon radiatios leen studied for W-boson production. For
more details on predictions for Drell-Yan processes we tefthe literature [216—219].

In this article we focus on electroweak corrections, whioh @mpletely known irO(«). His-
torically, a first step to include electroweak correctiorssvalready made in Ref. [220], where effects
of final-state radiation in the gauge-boson decay stage ta&em into account. For W production the
approximation of Ref. [220] has been improved later in R213] by the inclusion of(«) corrections
to resonant W bosons and in Refs. [221,222] by the full ctioes of O(«). For Z production theé)(«)
QED corrections have been presented in Ref. [223] and caetpbley the corresponding weak contribu-
tions in Ref. [214]. The particular importance of final-st@hoton radiation demands a treatment that
goes beyond(«). Such multi-photon effects have been studied both for W-Zdson production in
Refs. [208, 212] and Ref. [209], respectively. A comparisbthese two calculations can be found in
Ref. [224].

In the following we focus on precision calculations of efeateak corrections as performed by
various groups in recent years and present a status repartafmparison for a common set of input
parameters and a uniformly tuned setup (input-paramekbemse, PDFs etc.). In particular, the recently
released?)(«)-improved PDFs “MRST2004QED” [225] are employed. This sePDFs includes a
photon distribution function resulting from th@(«)-driven evolution of the PDFs, i.e. the Drell-Yan
Cross section receives a new type of real correction fronbgphimduced processes.

The different approaches that are compared are briefly suizedan the next section, the precise
setup is described in Sectibn110.3, and Sedfionl 10.4 cantiagnnumerical results.

10.2 Different approaches and codes

The following collaborations have contributed to the tunedhparison of results on electroweak correc-
tions to Drell-Yan processes:

e Dk: Ref. [221] contains a detailed description of the caléafaof theO(«a) corrections to W pro-
duction at hadron colliders and a discussion of resultshferTievatron and the LHC. In particular,

5Contributed by: A. Arbuzov, U. Baur, S. Bondarenko, C. CarlGalame, S. Dittmaier, M. Kramer, G. Montagna,
O. Nicrosini, R. Sadykov, A. Vicini, D. Wackeroth
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the full O(«) calculation is compared with a pole approximation for the &fonance. The case
of Z-boson production is not considered. For the presenlysisathe calculation of Ref. [221]
has been extended (i) to include final-state radiation beéydfw) via structure functions and (ii)
by implementing theD(«)-corrected PDF set MRST2004QED. The photon-induced pseses
vq — ¢'lv; andyq’ — Glv; have been calculated as described in Ref. [226]. The evatuat the
qq’ channel has been technically improved by employing a génatian of the dipole subtraction
approach [227] to non-collinear-safe observables, ag@figrtlescribed in Ref. [228].

HORACE [208, 209] is a Monte Carlo generator for single W/Z bosordprtion at hadron col-
liders. In its published version [208, 209] it simulates Hsgte-like multiple photon emission
corrections via the QED parton-shower algorithm develdpeefs. [229, 230]. For the present
study, HORACE has been extended (i) by including the ex&gtv) electroweak corrections to W
production and (ii) by implementing the MRST2004QED set bHB8. Photon-induced processes,
as well as the exaa(«) corrections to Z production, are not taken into account engresent
version. A version of the generator, where the exagt) corrections and the parton-shower are
matched, is in preparation. The theoretical and computatidetails of the calculation of the ex-
actO(«) corrections to W production and its matching with QED radimabeyondO («) will be
presented elsewhere [231].

SANC [232] (seehttp://sanc.jinr.ru andhttp://pcphsanc.cern.ch ) is an automated
system which provides complete parton level results forefleetroweak one-loop corrections to
both neutral- and charged-current Drell-Yan processesicSs based on the construction of he-
licity amplitudes and electroweak form factors. It autoicelly generates results iNndRTRAN
format which can be implemented in Monte Carlo event genesat The integration over the
phase space for hard photon emission can be performed &#rar-)analytically or by means of
a Monte Carlo integrator. Although the semi-analyticaitmeent of the hard photon contribution
does not allow to impose all required cuts (i.e. the cut onntigsing transverse momentum), it
provides an important check of the Monte Carlo calculatidrdetailed description of the&ic
calculation of the charged-current Drell-Yan process cafolond in Ref. [233].

WGRAD [213,222] and GRADZ2 [214] (seenttp://ubpheno.physics.buffalo.edu/ “dow/ )
are two Monte Carlo programs that include the compt@fe.) electroweak radiative corrections
topp — W* — ¢+ (WGRAD) andpp — ~,Z — ITI-X (I = e, 1) (ZGRAD2). Both Monte
Carlo programs use the phase space slicing method desanilieefs. [234—236]. Charged lep-
ton mass effectsc In(s/m?) associated with collinear final-state photon radiationiactuded

in the calculation while very small terms 6f(m?/3) have been neglected. For this comparison
the MRST2004QED structure functions have been implemeaisdithe lepton selection cuts and
photon-lepton recombination procedure have been moditiedrding to the specifications given
in this report. Radiative corrections beyo@{«) that are partially implemented in ®RAD and
ZGRAD2 have been switched off.
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10.3 Common setup for the calculations
10.31 Input parameters and scheme definitions
The relevant input parameters are

G, = 116637 x 107°CGeV =2,  a(0) = 1/137.03599911, a, = 0.1187,

My = 80.425 GeV, T'w = 2.124GeV,

My = 91.1876 GeV, Ty = 24952GeV, My = 115GeV,

me = 0.51099892 MeV my, = 105.658369MeV, m, = 1.77699 GeV,

my = 66MeV, me = 1.2GeV, my = 178 GeV,

mq = 66MeV, ms = 150MeV, my = 4.3GeV,

|Vaal = 0.975, [Vis| = 0.222,

Vea| = 0.222, [Ves| = 0.975, (33)

which essentially follow Ref. [237]. For the top-quark massthe value of Ref. [238] is taken. The
masses of the light quarks are adjusted to reproduce theradrontribution to the photonic vacuum
polarization of Ref. [239]. The CKM matrix is included viaofpal factors to the partonic cross sections.

The lowest-order cross section is parametrized in tHg Scheme” as defined in Ref. [221], i.e.
the electromagnetic couplingis derived according tag, = v2G, M (1 — Mg, /M2)/r, so that the
results are practically independent of the masses of the digarks. Moreover, this procedure absorbs
the corrections proportional ta? /M3, in the fermion—W-boson couplings and the runningn¢)?)
from Q% = 0 to the electroweak scale. In the relative radiative coiwas{ howevera(0) is used
as coupling parameter, which is the correct effective dagplor real photon emission. Note that the
O(«) corrections in the,, scheme receive a constant contribution from the quartity as described
in Ref. [221]. The W- and Z-boson resonances are treatedfixétl widths without any running effects.

The O(«)-improved set of PDFs “MRST2004QED” [225] is used throughdthe factorization
of the photonic initial-state quark-mass singularitieglage in the DIS-like factorization scheme, i.e.
notin the MS scheme as frequently done in the past, because photonisadiétincoming quarks was
ignored in theF, fit to HERA data [240] (see also Ref. [226]). The factorizatgrale is set to the weak
boson mass, i.e. tblyy and My for W- and Z-boson production, respectively.

10.32 Phase-space cuts and event selection

In the following the same set of phase-space and event isglaxits are used as described in Ref. [221]
for W production at the LHC(’s = 14 TeV). In detall, for the experimental identification of the pess
pp — WT — yi*t(+7) the set of phase-space cuts

P, > 25 GeV, PT,missing > 25 GeV, ’771’ < 1.2, (34)

is adopted, where; andn; are the transverse momentum and the rapidity of the chaggedr/ ™,
respectively, angr missing = P11, IS the missing transverse momentum carried away by theineutr
Note that these cuts are not “collinear safe” with respetiédepton momentum, so that observables in
general receive corrections that involve large leptonsnhagarithms of the fornaIn(m; /My ). This is
due to the fact that photons within a small collinear coneiadothe charged lepton momentum are not
treated inclusively, i.e. the cuts assume a perfect ismlaif photons from the charged lepton. While this
is (more or less) achievable for muon final states, it is naligtc for electrons. In order to be closer to
the experimental situation for electrons, the followingam recombination procedure is considered:

1. Photons with a rapidity,| > 2.5, which are close to the beams, are treated as invisibleheg.
are considered as part of the proton remnant.

2. If the photon survived the first step, and if the resolutign = \/(?71 —ny)2 + qﬁ% is smaller
than 0.1 (withg;, denoting the angle between lepton and photon in the trassyeane), then the
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photon is recombined with the charged lepton, i.e. the meaneithe photon and of the leptdn
are added and associated with the momentuimarid the photon is discarded.
3. Finally, all events are discarded in which the resultirgmmentum of the charged lepton does not
pass the cuts given ifL{B4).
While the electroweak corrections differ for final-stateatons and muons without photon recombina-
tion, the corrections become universal in the presence atfophrecombination, since the lepton-mass
logarithms cancel in this case, in accordance with the KLébtbm.

10.4 Numerical results
10.41 W-boson production

Table[TID compares results on integrated cross sectionvers igi Table 2 of Ref. [221], i.e. fopp —
W+ — yl" (+) with the different lower cuts opr,. The quantitieg,+ andd,+,, correspond to the
corrections relative to the lowest-order predictigyfor the case that no photon recombination is applied.
The corrections for the™ v, final state are larger in size compared to fhe/,, because of the existence

Table 10: Integrated lowest-order cross sectiangor W production at the LHC for different rangeszn; and corresponding
relative correction$, as obtained from the various calculations.

pp — ylt(+7) aty/s = 14 TeV

pr.1/GeV 2500 50— 100-e0 200-s0 5000 10000

o0/pb

Dk 2112.2(1) 13.152(2) 0.9452(1) 0.11511(2) 0.0054816(3) 00@R6212(1)
HORACE 2112.21(4) 13.151(6) 0.9451(1) 0.11511(1) 0.0054812(4).00@r6211(2)
SANC 2112.22(2) 13.1507(2) 0.94506(1) 0.115106(1) 0.0054@0)320.000262108(3)
WGRAD 2112.3(1) 13.149(1) 0.94510(5) 0.115097(5) 0.0054818(2).00026209(2)
Sorve)%

Dk —5.19(1) —8.92(3) —11.47(2) —16.01(2) —26.35(1) —37.92(1)
HORACE  —5.23(1) —8.98(1) —11.49(1) —16.03(1) —26.36(1) —37.92(2)
WGRAD —5.10(1) —8.55(5) —11.32(1) —15.91(2) —26.1(1) —38.2(2)
Sy %

Dk —2.75(1) —4.78(3) —8.19(2) —12.71(2) —22.64(1) —33.54(2)
HorRACE  —2.79(1) —4.84(1) —8.21(1) —12.73(1) —22.65(1) —33.57(1)
SANC —2.80(1) —4.82(2) —8.17(2) —12.67(2) —22.63(2) —33.50(2)
WGRAD —2.69(1) —4.53(1) —8.12(1) —12.68(1) —22.62(2) —33.6(2)
Srecomb/ 70

Dk —1.73(1) —2.45(3) —5.91(2) —9.99(2) —18.95(1) —28.60(1)
HorRacE  —1.77(1) —2.51(1) —5.94(1) —10.02(1) —18.96(1) —28.65(1)
SANC —1.89(1) —2.56(1) —5.97(1) —10.02(1) —18.96(1) —28.61(1)
WGRAD —1.71(1) —2.32(1) —5.94(1) —10.11(2) —19.08(3) —28.73(6)
5ral %

Dk +0.071(1)  +5.24(1) +13.10(1)  +16.44(2) +14.30(1) +11.89(1)

of fermion-mass logarithms originating from collinear fistate radiation. As explained above, these
mass-singular corrections cancel if the photon is recoathimendering the corresponding correction
drecomb SMaller. At largepr,; the electroweak corrections are dominated by Sudakov ithges of
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Table 11: Integrated lowest-order cross sectianfor W production at the LHC for different rangesMdr ,,,; and correspond-
ing relative corrections. The transverse mass is defined bt ,,; = \/2pTTlpT,Vl (1 — cos ¢u,1), Whereg,,; is the angle
between the lepton and the missing momentum in the trarspéaee.

pp — ylt(+7) aty/s = 14 TeV

Mr ,,1/GeV  50-00 100-e0 200-s0 500-s0 1000-e0 20000

o0/pb

DK 2112.2(1)  13.152(2)  0.9452(1)  0.057730(5) 0.0054816(300@R6212(1)
HORACE  2112.21(4) 13.151(6)  0.9451(1)  0.057730(2) 0.0054812@)00026211(2)
WGRAD 2112.2(1)  13.150(1)  0.9450(4)  0.057728(2) 0.0054811(2)00@6210(1)
Oet . /%0

DK ~520(1)  -7.95(2)  —10.19(2) —16.69(2) —24.52(1)  —35.24(1)
HORACE ~ —5.21(1)  —8.00(1)  —10.20(1) —16.70(1) —24.53(1)  —35.25(1)
WGRAD ~5.00(1)  —7.73(2) —10.12(2) —16.69(3)  —24.50(4)  —35.3(3)
AL

DK —2.75(1)  —5.03(2)  —7.98(1)  —1443(1) —21.99(1)  —32.15(1)
HORACE ~ —2.77(1)  —5.08(1)  —8.01(1)  —14.44(1) —21.99(1)  —32.16(1)
SANC —2.76(2)  —5.06(2)  —7.96(2)  —1441(2) —21.94(2)  —32.12(2)
WGRAD —2.60(1)  —4.84(1)  —7.96(1)  —14.48(1) —22.03(1)  —32.3(1)
Orecomb /%0

Dk —1.73(1) —3.43(2) —6.52(2) —12.55(1) —19.51(1) —28.75(1)
HORACE —1.75(1) —3.48(1) —6.54(1) —12.57(1) —19.54(1) —28.77(1)
WGRAD —1.66(1) —3.27(1) —6.52(1) —12.62(2) —19.60(2) —29.0(1)
Oyq/ %0

Dk +0.0567(3)  +0.1347(1) +0.2546(1) +0.3333(1) +0.3267(1) +0.3126(1)

the form —a/m 10g2(§/M\2N) which are independent of the lepton species. Comparingebelts in
Table[TD we find that the various calculations are, in geneaaisistent with each other. More detailed
comparisons are in progress to further improve the agreemen

The corrections originating from the photon-induced psses are not included R+, 0,+,,,
andd,ecomp, but are shown separately &g, in Table[ID. They are enhanced at lagge, because of a
new type of contribution where a W boson is exchanged int-tigannel. The photon-induced processes
could in principle be used to extract information on the photontent of the proton. However, they
are overwhelmed by QCD corrections and QCD uncertaintiéstwdtrongly affect thepr; spectrum,
see e.g. Ref [215]. If, on the other hand, one considers #taliition in the transverse massr ,,;,
which is much less sensitive to QCD uncertainties, the irnpbg,, is below the per-cent level. This is
demonstrated in Tablell1 where ¥« cross section predictions with cuts o4y ,,; are shown.

Figure[RY shows the relative electroweak correctias a function of the lepton transverse mo-
mentumpr,, and the transverse mas¢r ,,; in pp — W' — 1/t (+~) for the LHC. The results
from the Dx, HORACE and S\NC collaborations are in good agreement. Npai ~ My /2 and
M ,,1 = My the correctiory reaches the order of 10% for bare muons. Since these enhanced-
tions originate from collinear final-state radiation, ttz@g negative for higherr ; and redistribute events
to lower transverse momenta. The correctdas reduced to a few per cent after photon recombination,
which eliminates the artificial lepton-mass logarithms.
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Fig. 57: Relative corrections as a function of the transverse-momentpi; and the transverse madér,,,;, as obtained
from the Dx, HORACE and S:NC calculations. The contributions from the photon-induceacpsses have not been included
in this comparison.

Table 12: Integrated lowest-order cross sectiangor Z production at the LHC for different ranges i+ ,~ and correspond-
ing relative correctiong, as obtained from the ®RACE and SANC calculations. The experimental lepton identification cuts
pr, > 25GeV and|n;| < 1.2 have been applied.

pp — [Tl (+7) aty/s = 14 TeV

M- /GeV 5000 1000 20000 500-00 1000-e0 2000-e0

O'o/pb

HORACE 254.64(1) 10.571(1) 0.45303(3) 0.026996(2) 0.0027130(@)00015525(1)
SANC 254.65(2) 10.572(7) 0.45308(3) 0.026996(2) 0.0027131(@)000155246(6)
8ty /%

SANC —3.18(2) —8.63(2) —2.62(3) —5.51(3) —9.74(3) —15.26(4)

10.42 Z-boson production

Table[I2 shows results on integrated cross sectionsfor Z /v — (71~ (++) with the different lower
cuts onM;+;- = +/(p;+ + p;-)?, as obtained by the ®RACE and SA\NC collaborations. Note that the
experimental lepton identification cuts; > 25GeV and|n;| < 1.2 (cf. Eq. [33)) have been applied.
The corrections do not contain contributions from the phatmluced processes.

10.5 Conclusions

We have presented precision calculations for electrowealections to the Drell-Yan-like production
of W and Z bosons at the LHC from various theoretical collations. The calculations have been based
on a common theoretical setup and choice of the input pasmednd are using th@(«)-improved
MRST2004QED set of parton distribution functions. We hawmpared cross section predictions and
differential distributions in the lepton transverse-maroen p; and in the transverse massr ,,;, and
find, in general, good agreement between the various céitmsga We have also presented first results for
the photon-induced processes which turn out to be largefgep ; but do not contribute significantly
to the M~ ,,; distribution. Work is in progress to further extend and ioyar the comparison of the
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various calculations.
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11. ELECTROWEAKCORRECTIONS TO LARGE TRANSVERSE MOMENTUMP RODUC-
TION OF Z BOSONS AND PHOTONS AT THE LHC 16

11.1 Introduction

The Large Hadron Collider (LHC) with its high center-of-reanergy and design luminosity will offer
a unique possibility to explore production of gauge bosoitk very large transverse momentuprj.
Being embedded in the environment of hadronic collisiohs, reaction necessarily involves hadronic
physics, like parton distributions, and depends on thengtomupling constant. In turn, the cross section
for the Z-boson or direct photon production at lajggis an important means to constrain information on
the parton distribution functions (PDFs). For this claspmiduction processes at the LHC, electroweak
(EW) corrections from virtual boson exchange become ingmrt This is due to the presence of the
logarithmic terms of the forna/* log2’f"'(§/MV2V) (with 4 = 0 for the leading logarithmic (LL) terms,

i = 1 for the next-to-leading logarithmic (NLL) terms, etc.) &etk-loop level. These corrections,
also known as electroweak Sudakov logarithms, may well antmuseveral tens of per cent. A recent
survey of the literature on logarithmic EW corrections canfbund in Ref. [241]. Specifically, full
one-loop weak corrections to the hadrogidooson and prompt photon production at lapgehave been
studied in Refs. [242,243]. Numerical results for the omapl corrections to these two processes can
be also found in Ref. [244]. In the following we briefly dissuthe calculation of Refs. [242, 243] and
present compact analytic expressions for frboson and direct photon production in the high energy
approximation, derived from the exact one-loop results @fisR[242, 243]. Moreover, we also present
the NLL contributions to the two-loop EW corrections, cdétad in Refs. [243, 245]. Corresponding
numerical results are discussed.

Of course, to achieve reliable predictions at highthe QCD corrections in next-to-leading order
(NLO) need to be taken into account as they can amount toaeesrs of per cent correction for both
processes. However, in the following we are interested ontile EW corrections to the leading order
(LO) in the strong coupling constant cross section for the procegs — Vj (V =, Z; j = jet).

11.2 Calculation

In the calculation of the one-loop corrections to the hamrgmoduction of Z bosons [242] and the
hadronic production of photons [243] at large we consider only weak contributions, i.e. we do not
include photonic corrections. The quarks are assumed esasahd diagrams involving couplings of
quarks to Higgs bosons or would-be-Goldstone bosons ateated. Moreover, we omit quark-mixing
effects in the calculations. The calculation for the — Vg (V = ~, Z) subprocess is performed at
the level of matrix elements and allows for full control oyearization effects. Results for the other
contributing subprocesseg; — Vg, 9¢ — Vq,q9 — Vq, qgg — V§andgg — Vg are easily obtained
from CP symmetry and crossing transformations. The onp-#moplitude is split into two parts: Abelian
and non-Abelian, as the structure of the gauge group gemeriatfront of each term contributing to the
amplitude can be classified as either Abelian (charadtefmst Abelian theories) or non-Abelian (origi-
nating from non-commutativity of weak interactions). Temnl®op integrals, appearing in the expressions
for one-loop corrections are reduced to scalar integralsmbgns of Passarino-Veltman technique. For
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the Z-boson and photon production the electroweak couplingtaatsare renormalized in tidS and
on-shell (OS) scheme, respectively. The wave functiondl ek&ernal particles are always renormalized
according to the on-shell prescription. The weak-bosonsemsaeed not to be renormalized since they
do not enter the tree-level amplitudes. Further details@ftilculation can be found in Refs. [242,243].

11.21 Analytical results
Thepr distribution for the partonic reactiofy — Vg (V =, Z) reads

deda—Vyg

dpr SWst]t {ZW%QW (t =), (35)

whereN, = 3,3 = 1> 1 Yo § = (05 + )%, T = (pg — pv)?, &t = (pg — pv)? andp}, = M. To
O(a’ag) for the unpolarized squared matrix element we have

§|M?qu‘ql2 = 8m’aag(NZ = 1) ) { (17,)° [Hé/ (1+20C") (36)
A=R,L

V!V VA (72 Uvws 3 ;v VN 1 VN2
+E Z ("1 )qA y (MV,)] o TqAIqA[2H 5y +2—FH1 (MW)H,
'=7,W*

whereI(}/A represents the coupling of an electroweak gauge bdstm right-handed X = R) or left-
handed § = L) quarks. In terms of the electric char@g, the weak isospiIT;’A and the weak hyper-

chargeY,, we havel], = —Q,, Iqi = CW/SWT(?A — swYq,/(2¢w), with the shorthandsy, = cos 6y,
ands,, = sin 6, for the weak mixing anglé,,. Moreover the relevant elements of the Weinberg rota-
tion matrix U are given byU. s = —sy andUyzys = cw. The termH{ = (£ + 4 + 25M2)/(ta)

in Eq. [38) represents the Born contributia?CXA/ N summarize the counterterms associated with the
renormalization of the couplings and the gauge-boson wawetibn. The contributions resulting from
the bare loop diagrams and the fermionic wave-function meatization correspond to the functions
HX’A/N. The complete analytic expressions for these functionsfanitihe counterterms, as well as de-
tails concerning the choice of the renormalization scharan,be found in Ref. [242] for th&-boson
production and in Ref. [243] for photon production. In thédawing we concentrate on the high-energy
asymptotic behaviour of the corrections, more precisedyniéixt-to-next-to-leading logarithmic (NNLL)
approximation of the full result. Formally we consider timit where M2,/5 — 0 and#/3, i/ are
constant. In this limit the one-loop weak corrections arergjly enhanced by logarithms of the form

log(3/Mg3,). The functlonsHVA/N assume the general form
 +a? VAN (2 52—u2

V,A/N NNLL V,A/N
H,y / (M) "= Re{ / (MV’)T+9 M)

+gVA/N<M3,>} . @37

We findg)"* = g7* fori = 0,1,2 andg)"™ = g7 for j = 1,2. ForV = v, Z one has:

: —3 3
gy (ME) = —log? <M2 > + 3log <M—2> +t3
1% 1%

e () e (2)
s s
t u 5
tlog (2 ) +log (5 )|+ 2 -2, (38)
S S 3 2
3 log <u> — log (i)] = E [log2 <3> — log? (
s 2 s

t t {
g;/’N(M2,) = —g;/’A(M‘%,) = -2 [log2 <§> + log? < > + log <§> + log <%>

V,N V,A
g (M) —g"" (M) +

> |

n | 2>
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The non-Abelian functiow; ™ is given by ¢y = 1 for V =V, otherwisedy v+ = 0):

~

g N (ME) = 2|Aypy — oy, log My + log? — — log? —t — log? i
’ TR\ 2 M2, M2, M,

i3 i i ’
SRITIE W ATE) RO

The ultraviolet singularityAyy = 2/(4 — D) — 4g + log(4mu?/M?2) is cancelled by the counterterms
[242,243].

The size of the logarithmically enhanced contributionswgravith energy and for transverse
momenta of hundreds of GeV also the two-loop logarithms fmecanportant. At the NLL accu-
racy, our results for the two-loop corrections include dbations with terms of the formyZLfg and
o?L3 whereLF = log®(|#|/M2,). The expressions presented here have been obtained usirty ref
Refs. [246—248]. Since at two-loop level the purely weakections cannot be isolated from the com-
plete electroweak corrections in a gauge-invariant wayhexe to consider the combination of weak
and electromagnetic virtual corrections. The latter agelagized by means of a fictitious photon médss
A = My, For the unpolarized squared matrix element we Reyjg29~"9|2 — ST pmda—Voj2 ML
20%ag(N2 — 1)HY AV where

1 ewW
wo - 5 figer
A=L,R

1y O (LE —6L3)

ax —4qx

3

Y,
\% 4 4 4 4q 4 4 4
+ 8, (L +Lg = Lg) | = (Ovz - 5\/7)7ggw4A (L7 + L3 —L7)

Lvlv (b (Yo", b vy |13
+ 510 [I% (Cw—2 (% 20 | 5502 L o (40)

HereCeY = Y2 /(4cw?)+Cy, /sw? is the electroweak Casimir operator for quarks, With = 3/4 and
Cyn = 0. SY is defined assy. = Ce%, 1V’ /2 whereCgY,, is the electroweak Casimir operator in the
adjoint representation [246,249] asg, = —17) /sw?, SZ = cwT} /sw®. The one-loop3-function
coefficients read; = —41/(6¢cw?) andby = 19/(6sw?2). We stress that although the above one- and
two-loop results for the photon and-boson production can be put in the same form, their decmati

requires separate calculation for each of the processes.

11.22 Numerical results

The hadronic cross sections are obtained using LO MRST200sP26]. We choose?. as the factor-
ization scale and, similarly as the scale at which the rupsinong coupling constant is evaluated. We
also adopt the values (M%) = 0.13 and use the one-loop running expressiondgfu?), in accordance
with the LO PDF extraction method of the MRST collaboratide use the following values of param-
eters [237]:My = 91.19 GeV, My, = 80.39 GeV anda = 1/137.0, s3, = 1 — ¢ = 1 — M}, /M2

for the y production (OS scheme with in the Thompson limit) or = 1/128.1, s2, = 0.2314 for the
Z-boson productionNIS scheme, as discussed above, vM@ as the renormalization scale).

First, we study the behaviour of the one-loop EW correctitinthe transverse momentum dis-
tributions of photons an& bosons produced at the LHC, see Figl 58. The contributionigied by

"This approach permits to separate the finite and infraregrgient parts of the photonic corrections in a gauge-iavari
way (for a detailed discussion see Sect. 2 of [245]). In osulte we include only the finite part, defined through- M. The
remaining part, which contains infrared-divergent lothamis of A /My, is gauge-invariant and can thus be treated separately
and combined with real photon radiation.
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Fig. 58: Upper plots: relative NLO (solid), NNL (dotted) aNdNLL (dot-dashed) weak corrections wrt. the p@ distribution
for the process (app — Zj and (b)pp — ~j at+/s = 14 TeV. Lower plots: NLL (dotted) and NNLL (dot-dashed)
approximation compared to the full NLO result for ¢g) — Zj and (d)pp — ~j aty/s = 14 TeV.

the NLO correction is negative and increases in size withreaching -37% (-17%) for th&-boson
(photon) production giT = 2 TeV. We also conclude that the NLL approximation works gady per
cent (or better) level of accuracy both for the photon ZAbloson production. In comparison, the quality
of the NNLL approximation is excellent, at the level of acy of 10~3 or better in the entirger range
for both processes.

To demonstrate the relevance of the EW effects for the temsevmomentum distributions of
the gauge bosons produced at the LHC, in Eig. 59 we presenelaive NLO and next-to-next-to-
leading order (NNLOY corrections for the cross section, integrated qveistarting frompy = P,
as a function oﬁo%“t. This is compared with the statistical error, defined\ag,i /o = 1/\/N with
N = L x o,0. We assume a total integrated luminosity= 300 fb~! for the LHC. It is clear from
Fig.[59, that the size of the one-loop (two-loop logarithnaiarrections is much bigger than (comparable
to) the statistical error for both thé-boson and the production.

In Fig.[&0, we plot the ratio of ther distribution for they production to the distribution for the
Z-boson production. Such ratio is expected to be less semsititheoretical errors than the distributions
themselves, since many uncertainties such as the scalact whis calculated or the choice of PDFs
cancel to a large extent in the ratio. Moreover, due to a aimgéncellation mechanism, the ratio should

80our NNLO predictions include the exact NLO contributionsnimned with the leading and next-to-leading logarithmic
two-loop terms[{ZD).
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Fig. 59: Relative NLO (solid) and NNLO (dotted) correctiong. the LO prediction and estimated statistical error (&th
area) for the unpolarized integrated cross section fopa): Zj and (b)pp — vj at+/s = 14 TeV as a function op5"*.

remain stable against QCD corrections. From Ei§. 60 we wbsttiat the EW corrections modify the
production ratio considerably. The effect is the strongéstighpr. In this region, the LO photon cross
section is smaller than the cross sectionfeboson production by about 25%. The relatively large NLO
corrections forZ-boson production, as compared-tgroduction, cause the full NLO production rates
to become equal at the highest considered here, i.ear ~ 2 TeV. The two-loop corrections modify
the ratio and lead to a few per cent decrease at high

11.3 Conclusions

At the LHC, the transverse momentum &fbosons or photons produced in the procegs— Vj
(V = ~, %) will reach the TeV scale. In thist regime one-loop weak corrections are negative and
large, of the order of tens of per cent. In the high-energyt lihese corrections are approximated with

0.60 | L | L | L | L | L | L | L | L | L
200 400 600 800 1000 1200 1400 1600 1800 2000

Pt [GeV]

Fig. 60: Ratio of the transverse momentum distributiongHerprocessesp — ~;j andpp — Zj at\/s = 14 TeV for the LO
(solid), NLO (dashed) and NNLO (dotted) predictions.
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an excellent accuracy by the compact analytical expresgicgsented here. We also present expressions
for the dominant logarithmic part of the two-loop EW coriens and point out that these corrections are
important for the correct interpretation of the measuremedoreover, we find that the EW corrections
modify significantly the ratio of the’-boson andy transverse momentum distributions at hjgh
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12. IMPACT OF WEAK CORRECTIONS ON LHC JET CROSS SECTIONS 1°
12.1 Weak corrections at TeV scales

The purely weak (W) component of next-to-leading order (NIEDectro-Weak (EW) effects produce
leading corrections of the typey logz(E% /M%V), whereaw = apm/ sin? Oy, with agy the Electro-
Magnetic coupling constant arflyy the Weinberg angle. In fact, for large enough values, the jet
transverse energy, such EW effects may be competitive ngtvath next-to-NLO (NNLO) (asaw =
) but also with NLO QCD corrections (e.g., féir = 0.5 TeV, log?(E2/M2,) ~ 10).

These ‘double logs’ are due to a lack of cancellation betw@gumal and reall’ -emission in higher
order contributions. This is in turn a consequence of théatian of the Bloch-Nordsieck theorem in
non-Abelian theories [250]. The problem is in principlegant also in QCD. In practice, however, it has
no observable consequences, because of the final averddghgamlour degrees of freedom of partons,
forced by their confinement into colourless hadrons. Thissdaoot occur in the EW case, where the
initial state has a non-Abelian charge, as in proton-(aratpn scattering. Besides, these logarithmic
corrections are finite (unlike in QCD), sinddy; provides a physical cut-off fdi/-emission. Hence, for
typical experimental resolutions, softly and collineaglyitted weak bosons need not be included in the
production cross section and one can restrict oneself toatwellation of weak effects originating from
virtual corrections only. By doing so, similar logarithrmaéfects,~ aw logz(E%/M%), are generated
also byZ-boson corrections. Finally, at least in some cases (likeptiesent one), all these purely weak
contributions can be isolated in a gauge-invariant mamoen £M effects which therefore may not be
included in the calculation.

In view of all this, it becomes of crucial importance to asstge quantitative relevance of such
weak corrections affecting, in particular, key QCD proessat present and future hadron colliders, such
as jet and heavy quark pair production. Published analysésjét production at the Tevatron and Large
Hadron Collider (LHC) already exist [251] — see also the jmes Les Houches proceedings [252] and
Refs. [241, 253] — and those fot production are in progress [254-260]. (For Standard Mo8#&)(
corrections to heavy quark pairs based on Sudakov leadgayitbms only, see [261, 262].) We show
here results for the case of jet production at the LHC, apiakry account of which was given in [263].
(For the case of Tevatron, see Ref. [264].)

12.2 Corrections to jet production

It is the aim of this note to report on the computation of thik dne-loop weak effect® entering all
possible ‘2 parton— 2 parton’ scatterings, through the perturbative or«ﬂ@nw. (See Ref. [265] for
tree-levelasagw interference effects — hereaftergyw exemplifies the fact that both weak and EM

Contributed by: S. Moretti, M.R. Nolten, D.A. Ross
2wWe neglect here purely EM effects (as well as interfereneéséden these and the weak ones) thro@ghZagw ), as they
are not associated with logarithmic enhancements either.
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effects are included at the given order). We will insteadigraltogether the contributions of tree-level
a%aw terms involving the radiation of re&l” andZ bosons. Therefore, apart frogg — gg (which is
not subject to orde@%aw corrections), there are in total fifteen subprocesses tsiden

99 — aq (41)
aq — 99 (42)
9 — q (43)
g9 — a (44)
q — qq (45)
qq — qq (46)
g@Q — qQ (same generation) 47)
aQ — (jQ (same generation) (48)
q@Q — qQ (different generation) (49)
gQ — qQ (different generation) (50)
7 — qq (51)
q¢ — QQ (same generation) (52)
q@ — QQ (different generation) (53)
qQ — qQ (same generation) (54)
qQ — qQ (different generation), (55)

with ¢ and@ referring to quarks of different flavours and where the taite limited tou-, d-, s-, c- andb-
type (all taken as massless). While the first four processitis €xternal gluons) were already computed
in Ref. [266], the eleven four-quark processes are new sostiidy. Besides, unlike the former, the latter
can be (soft and collinear) divergent, so that gluon bremisksing effects ought to be evaluated to obtain
a finite cross section at the considered order. In additioncédmpleteness, we have also included the
non-divergent ‘2 partor~ 3 parton’ subprocesses

9 — 499 (56)
9 — 499 (57)
q9 — qQQ (same generation) (58)
q9 — qQQ (same generation). (59)

Notice that in our treatment we identify the jets with thetpas from which they originate and we
adopt the cutn| < 2.5 in pseudorapidity to mimic the LHC detector coverage andsthadard jet cone
requirementA R > 0.7 to emulate their jet data selection (although we eventaliy the two- and three-
jet contributions). Furthermore, as factorisation anereralisation scale we uge= pp = ur = Ep/2
while we adopt CTEQG6LL1 [47] as Parton Distribution Funcéion

Fig.[IZ2 exemplifies the relevance thdtvy effects can have at the LHC. Théany corrections
are rather large and grow steadily with the jet transverseggmas the total (i.e., via all partonic channels)
results througrO(ag + a%aw) [labelledNLO weal] differ with respect to the prediction of total LO
QCD throughO(a2) [LO QCDby up to an astounding-40%, in the vicinity of 4 TeV, the highesEr
point that may be reached at the LHC after full luminosity.fdot, already ater = 1 TeV, the effects
amount to—10%. In the case of subprocesses initiated by (anti)quarks onkyalso has LO EW effects
throughO(asagw), which can only reach &(16)% effect atEr = 1(4) TeV, as shown in the same
plot. (HereLO SMdentifies the sum of terms @(a3), O(asarw) andO(ad,y)). Between the two
kind of corrections then, are the one-loop ones that domaver those at tree-level. Finally, the plot
also presents the contributions of only those subprocdkaeare not initiated by gluons: it is clear that
at largeEr are these channels that dominates.
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jet—production (|| < 2.5)
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Fig. 61: Top: The total single jet inclusive distribution fransverse energy througi(a?) at the LHC, via all partonic
subprocesses. Bottom: The effects of the one-I0gpZaw) and tree-leveD (asarw) corrections relative to the spectrum
above. The labdlqq) refers to the case of subprocesses with no gluons in thalistate.

12.3 Conclusions

In summary, at the LHCC’)(a%ozw) terms are important contributions to the inclusive jet sresction
at large transverse energy. For the expected highest réable mmachine, £ ~ 4 TeV, they can be
as large as-40%. Therefore, they ought to be included while comparing expent versustheory.
However, particular care should be devoted to the treatmiergal 1/ and Z production and decay in
the definition of the inclusive jet data sample, as this welle¥mine whether (positive) tree-levél and
Z bremsstrahlung effects have to be included in the theatgpiedictions througt© (aZaw), which
would tend to counterbalance the negative effects due t@mlecloopW and Z exchange estimated
here. As these were not included in our calculation, theenatcurrently under study.

13. SEARCH FOR ANOMALOUS COUPLINGS IN TOP DECAY AT HADRON COL LID-
ERS?21

13.1 Introduction

Since the top quark was discovered at the Tevatron [267, @@8humber of the observed top quark
events in the Tevatron Run Il experiment is increasing wWithihtegrated luminosity, and now reaching
of the order of a few hundred. At LHC, of the order L0’ top quarks will be produced in the first

year of operation. The study of top quark properties is etqubto reveal the fundamental structure of
top quark interactions currently at the Tevatron, and infttere at the LHC and the ILC.

Among various interactions of the top quark, the study oftgequark decay properties is par-
ticularly interesting. In the Standard Model, the top quddcays via electroweak interaction before
hadronization, so that the top quark’s spin informatiorrams$ferred directly to its decay products, and
their properties can be predicted reliably using pertivbatalculations. Thus, the top quark spin can be
used as a powerful analyzer to study top quark decays.

The anomalous couplings of top decays can be derived inljir'om a constraint to thél’
polarization state from the top quark by using the leptornichglangle [269, 270]. The sensitivity of
the anomalous couplings has also been studied using sioglevents by looking at the differential

ZContributed by: S. Tsuno, I. Nakano, Y. Sumino, R. Tanaka
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distributions for signal and background events [271]. H@mvesingle top events have not yet been
observed at the Tevatron [272, 273]. Due to the low numbelgrfas events and due to the difficult
separation of the signal from the backgrounds, the expetaheesults are still poor.

In this article, we propose a hew method for reconstructimgféective spin direction of the top
quark using thet production process [274,275]. In particular, the new featf this technique is that
we do not need to reconstruct the spin of the anti-top sidetinevent, i.e. we do not make use of
the correlation between the top and anti-top spins. We ratizke use of the correlation between the
top spin and the directions of its decay products. So thamn é@v thelepton + jets channel, the spin
direction of the top quark can be easily reproduced usingnftoemation of one only top quark, and a
high event statistics is obtained with good signal and bemkgd separation. Our method is expected to
improve the sensitivity to anomalous couplings considgrabmpared to other measurements.

13.2 Anomalous couplings in top decay vertices
The interaction with an anomalous coupling in the top de@yex can be expressed as

oMk,

ithﬂ(pb) W 1P — Vo

11}lj[/tb == V2
whereV}, is the CKM (Cabibbo-Kobayashi-Maskawa) matrix elemédnt,z = (1 F 75)/2 is the left-
handed/right-handed projection operator, &id the momentum of th&l’. We take the convention in
which the energy scale is representediy;, (on-shell). For simplicity of the analysis, we assume that
the interactions preserve tlieP symmetry and also neglect the couplings of the right-harzigtbm
quark. Two form factorg; and f> are thus treated as real, and then their valuegare 1 and fo = 0
at tree-level in the SM.

From Eq[BD, we may separate the dependence of the decaputistt on f; and onfy/f;. A
variation of f; changes only the normalization of the (partial) decay widlttthe top quark, while a
variation of fo/ f; changes both, the normalization and the differential detistyibutions. Since it is
difficult to measure the absolute value of the decay widthueately in the near future, our primary
goal will be to constrain the value ¢f/ f1 from the measurement of the differential decay distributio
Since the transversd” boson {¥'7) is more sensitive tg, than the longitudinal’’ boson {V1,), we can
enhance the contribution ¥ using the decay distribution. It is well known that the cdnition of
W is dominant when thé&l” is emitted opposite to the top spin direction in the detcay b1V and also
when the leptonij is emitted in the opposite direction to th& in the decay — [v. Hence, we can
select this kinematic region in order to enhance the seitgitd fo/ f1.

foPr| u(pt) (60)

The differential decay distribution of tH& and thel in the semi-leptonic decay from a top quark
with definite spin orientationlV=1dI'(t — blv)/d cos Oy d cos 0, is shown in FiglaR for (a]f1, f2) =
(1,0) (tree-level SM) and (b)f1, f2) = (1,0.3), respectivelydyy is defined as the angle between the top
spin direction and the direction of th& in the top quark rest frame); is defined as the lepton helicity
angle, which is the angle of the charged lepton in the restdraf thelV/ with respect to the original
direction of flight of thel’’. Comparing the two figures, the effects of varyifyigare indeed enhanced in
the regionseos Ay ~ —1 andcos ¢; ~ —1, in accord with the enhancement of tiHé- contributions in
these regions. Thus, it is crucial to reconstruct the topldaiapin orientation in this method. At hadron
collider experiments, it is much less trivial to reconstrtiee top quark spin direction, as compared to
ete collider experiments. We discuss how to reconstruct thespip direction in the next section.

13.3 Effective spin reconstruction

At hadron colliders, top quarks are produced predominathtlgugh¢¢ production processes. At the
Tevatron, 85% of the producetpairs come fronyg initial states, while 15% come frogy initial states.
On the other hand, at the LHC, the corresponding fractioad@%o ¢7) and 90% §g), respectively. At
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Fig. 62: Normalized differential decay distributions (ay { fi, f2) = (1,0), and (b) for(fi, f2) = (1,0.3). They are
normalized to unity upon integration.

these colliders, the polarization of the produced top qu#&kather small: at tree level, top quarks are
produced unpolarized; at NLO, the polarization of top geaskreported to be very small [276, 277].

In our analysis of the anomalous couplings, we want to etitiarrelations between the top quark
spin direction and the distribution of its decay products.conventional approaches to reconstruct the
top quark spin, the top anti-top spin correlatiortirevents has been used [278—-280]. A serious deficit of
such methods is that they are quite complicated. For instahe direction of the down-type quark in the
hadronic decay of anti-top quark is maximally correlatethwiet spin. Hence, in order to reconstruct
the spin of the anti-top quark, we should distinguish thegés of the quarks from thié” decay. This
is a highly non-trivial task and we anticipate that rathegéasystematic errors will be involved before
eventually reconstructing the top quark spin. On the otla@dhif we want to use leptonic decays both,
of the top and of the anti-top quarks, we suffer from the laicstatistics as well as from non-trivial event
kinematics due to the two missing momenta of the neutrinos.

Here we take another route for reconstructing (effectiviig top quark spin. We use the corre-
lation between the top spin and the direction of the chargptbh in the top decay for reconstructing
the parent top quark’s spin. Then we use this informationnialyee the anomalous couplings in the
decay of the same top quark. Since we reconstruct the spiaelglize the spin-dependent decay dis-
tribution using thesame top decay processe should make sure that we use independent correlations
in the former and latter procedures to avoid obtaining a nmegess outcome. For this purpose, we take
advantage of the following facts: (1) Within the SM, the det lepton is known to be the best ana-
lyzer of the parent top quark’s spin and is produced prefedgnin the direction of the top spin [281].
(2) The angular distribution of the charged lepton with extgo the top spin direction (after all other
kinematic variables are integrated out) is hardly affettgthe anomalous couplings of top quark, if the
anomalous couplings are small [282] Therefore, we may project the direction of the charged lepto
onto an appropriate spin basis; then the reconstructeduak gpin is scarcely affected by the existence
of the anomalous coupling§ and f,, when they are small. We define an effective spin directiothiey
projection of the lepton direction onto the helicity basis:

Ssu = sign(cos ©) x @ , (61)
[Pk
where® is the angle between the charged lepton and the originadtaireof top quark (opposite of the
anti-top direction) in the top rest framg; is the top quark momentum in tieéc.m. frame. We refer to
the effective spin direction above sigined-helicitySH) direction.

2More precisely, the angular distributions of t#ie are independent of the anomalous couplings up to (and imgyitinear
terms in these couplings.
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In order to verify how well this effective spin direction mgoluces the true top spin direction,
we demonstrate in FifH3 the angular correlations betweemitections of the decay products of the
top quark and the signed-helicity directidn61). (Obviguk is tautological to use the signed-helicity
direction for the analysis of the charged lepton anguldridigion, so we do not show the lepton angular
distribution.) In the same figure, the angular correlatiosig the true top spin direction for 100%
polarized top quarks are shown. It is customary to parageetan angular correlation with the linear
relation 1(1 + a cos @), wherea is a correlation coefficient [278]. The correlation coeéfiutis o« of
the b and thel for the signed-helicity direction are about twice as largdghmse for the true top spin
direction. This comes from a purely kinematic origin, as t@nunderstood as follows: consider a
hypothetical case, in which no correlation between the $pie direction and direction of thid” exists
(the decay is isotropic). Even in this case, there is a pesiorrelation between the signed-helicity
direction and théV in the top rest frame, since the charged lepton is emittee imahe direction of the
W due to the boost of thE/. The angular correlation of the neutrino with the signelieitg direction
does not obey a linear relati@h. In this case, the correlation is somewhat stronger thanwithtthe
true spin direction, too. Thus, the signed-helicity dil@ttreproduces qualitatively correct the angular
correlations with the decay products, although the anguderelations are biased to be somewhat larger
than those of the true spin direction. In addition, it is irrtpat that the dependence of the distributions
on the anomalous couplings is approximately reproducekisnspin reconstruction method.
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cos 6
Fig. 63: Angular correlations between the directions of degay products and the top spin direction in the top restdram
when using the signed-helicity direction (solid lines) amden using the ideal off-diagonal basis (dashed lines)Herspin
directions, respectively. We use the parton informatiothatgenerator level, with the initial state as produced eflévatron
with /s = 1.96 TeV.

13.4 Simulation

In order to estimate the sensitivity to anomalous couplingbe top decay, we perform a Monte Carlo
(MC) event generation and a detector simulation. The ewmagroduced with both, Tevatron Run I
(pp collisions with/s = 1.96 TeV) and LHC #p collisions with/s = 14 TeV) conditions.

The event generation for the signal samples is performed by the GR@PPA event generator
[283] which is interfaced to PYTHIA v6.226, a showering MC3f8. GR@PPA produces the hard
process based ontamatrix element calculation at tree level. The whole decagirchf the top quark
is included in the diagram calculation, so that the spinedations in top decays are fully reproduced.
The anomalous couplings in the top decay are also includ¥dHPA performs fragmentation, parton

ZThis dependence is a result of the 100% anticorrelation ®lehton and the’ directions (back-to-back) in thi c.m.
frame plus the effect of the boost of thi.
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showering, hadronization, and so on and so forth. On the bioed, underlying events are produced by
PYTHIA alone, using the parameters tuned to reproduce tiledega from the Tevatron.

The detector simulation is performed by smearing energiethé stable particles deposited into a
proper segmentation of the calorimeter geometry similéinedCDF and ATLAS detectors. Jets are clus-
tered by the cone clustering algorithm in PARTHIRYCELL with cone size 0.4. We do not simulate
b tagging. Instead, &jet is identified as the nearest jet with the minimum sefanah R between a jet
and ab-quark at the generator level. The separati&rR] is defined as

AR = /A2 + A2 (62)

whereA¢ andAn are the separation in the azimuthal angle and the pseuddyafair every pair of a jet
and ab-quark at generator level, respectively. As for leptonsuae the generator level information.

We select théepton + jets channel in thet production process by requiring to pass the cuts

Tevatron LHC
lepton pr > 20GeV, |n| < 1.0 pr > 20 GeV, |n| < 25
b—jet Er > 15GeV, |n < 1.0 Er > 30GeV, |n < 25
otherjet Ep > 15GeV, |ng| < 2.0 Er > 30GeV, |n] < 2.5
Y1 > 20 GeV Er > 20 GeV

where 1 is the missing transverse energy calculated by the vet®ura of the selected lepton and
the four jets. We require twirjets out of least 4 jets in each event.

Although our MC simulation is not fully realistic, we considit to be useful for giving a rough
estimate of the sensitivity to anomalous couplings befergoming a full simulation. In particular, as
for the Tevatron experiments, our MC simulation would givéejreasonable results. On the other hand,
for LHC studies, there are some other important ingredidms should be taken into account before
giving more realistic estimates of the sensitivity. Amohgrn, the most important effect would be the
presence of events with extra jets, e+ n-jets events, which are not included in our event generation
(This effect is expected to be small at the Tevatron.)

The full kinematic event reconstruction for theton + 4jets channel is performed by a likeli-
hood fitting reconstruction method [285] with constrainep &ndiV masses on event-by-event badis.
This technique has the advantage to choose the correcai@rpassignment by maximizing the like-
lihood function for eachit candidate event, as well as a better kinematic reconstrutiian the naive
reconstruction without this likelihood fitting technique.

13.5 Sensitivity study

As already explained, we measure the double angular digtibof thell and the charged lepton using
the effective spin reconstruction method. The top quarkitgbxis is defined in the top quark rest frame
as (the opposite of) the direction of the momentum of the dv@idally decaying anti-top quark, which
sequentially decays into three jets. The sign of the top spdefined by the direction of the charged
lepton in the top rest frame. The reconstructed top quark embom is also used to measure the helicity
angle of the charged lepton, since the original directiothe#?” in the W rest frame is equivalent to the
opposite of the leptonically decaying top quark directiothe W rest frame

We show in Fig[[84 the double angular distributiafis/d cos Oy cos 6; using MC events, af-
ter event selection and event reconstruction by the kinentigelihood fitting. Comparing with the
corresponding parton distributions at generator levelign [Ed, one can see that, even after cuts, the
dependence on the anomalous couplings remains ifltheegion cos fyy ~ —1, cos; ~ —1). The

%Ref. [285] is a dedicated study for top quark reconstrucsibfuturee™ e~ linear colliders. In order to apply it to hadron
collider experiments, some modifications are implemented.
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difference is maximized in thd/ region gos 6y ~ —1, cos §; ~ —1) and minimized in its diagonal op-
posite regiondos 6y ~ 1, cosd; ~ 1). The other two (diagonal) regions depend weaker on anarsalo
couplings.

Fig. 64: Normalized differential decay distributions wgthe signed-helicity directioafter event reconstruction and kinematic
cuts(a) for (f1, f2) = (1,0), and (b) for(f1, f2) = (1,0.3).

When the signal statistics is small or the background doution is not well-understood, a simple
but not elaborate method to determine the anomalous cggpliould be practical for a first analysis.
Hence, we divide the kinematic region into 4 regions and Binapunt the number of events in each
region. The regions are defined as follows:

Region A : -1 < cosby <0 and -1 < cosf <0

Region B : -1 < cosBy <0 and 0 < cosh <1 (63)
Region C : 0 < cosOy <1 and -1 < cosf <0

Region D : 0 < cosOy <1 and 0 < cosh <1 ,

wherecos 6; is the lepton helicity angle angs 6y is the angle between tH& and the signed-helicity
direction in the top rest frame.

The dependences of the event fractions in these regionseantimalous couplings are shown in
Fig.[63. The regions A and D are the regions which are mosits@nt anomalous couplings, while
the regions B and C are less sensitive. We can see that the feagtion in region A increases with
fol f1 whenfs/ f1 > 0, and takes a minimum value aroufidf; ~ —0.45, and then increases again if we
decreasd>/ f1 below—0.45. The event fraction in region D has an opposite behaviorabdhregion A.
All the event fractions take maximum or minimum values a1 = — My /M, ~ —0.45, where
the transverse component of tHé is canceled. Note that singg only contributes to the normalization
of the differential angular distribution, which does noteat the shape of the distribution, the event
fractions depend only om = f5/ f; regardless of the various choicesfgfand fs.

We fit the MC data as a function g%/ f1, shown by discrete points in FifJ65, with analytic
functions estimated by the integration over each of theoregA—D, where the sum of the event fractions
in four regions is normalized to one. The fitting results @ &vent fractions in each region are also shown
as functions off,/ f in Fig.[83. The minimumy? per degree of freedom takes a reasonable valuie0.
The functions, determined by the fit, are used to estimatsehsitivity to the anomalous couplings.

In Table[IB, the expected bounds on the coupling ratio at 959% a&e shown, which are cor-
responding to 100 and 1000 selected events (after cutshdofevatron experiment and 100k selected
events (after cuts) for the LHC experiment, respectivelfhe input parameters of the MC simulations

#Using the detection efficiencies, 100 and 1000 dowktegged events at Tevatron are translated roughly to 1 arfio 20
integrated luminosities, respectively, and 100k eventtéb ! at LHC.
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Fig. 65: MC data and fit results of the event fractions in eagjion as a functions gf/f;. All regions are defined in EQ{B3).

Table 13: Expected bounds at 95% C.L. corresponding to 1801800 events (after cuts) for Tevatron and 100k events
(after cuts) for LHC. Input parameters of the MC simulatiane taken a$f1, f2) = (1,0). Only statistical errors are taken
into account. For comparison, the bounds using an idealiaffonal direction, and those using only the events withewbr
assignment of the twb-jets in the signed helicity method are presented.

Tevatron (1.96 TeV) LHC (14 TeV)
Number of events 100 | 1000 100k
Signed-helicity direction | —0.93 < £ <057 | —0.12 <Jj—f <0.14, | —0.01 <f% < 0.01,
—-0.81 < f—j < —0.70 | —0.74 < f—j < —0.72
Ideal off-diagonal directionl —0.84 < % <050 | —0.11 <f% < 0.12, Not applicable
2

—0.73 < < —0.61
1

Signed-helicity direction | —0.20 < £ <0.39, | —0.09 < f% <0.10, | —0.01 < £ <0.01,
with correctb assignment | —0.89 < # < —0.59 | —0.80 < £ <—0.71 | —0.75 < 2 < —0.74

1

are taken asf1, f2) = (1,0) (tree-level SM values). Only statistical errors are tak®o account to
obtain the allowed regions. For comparison, we presentlibed regions using an ideal off-diagonal
direction (for the Tevatron), in which the spin directionmégonstructed using the off-diagonal basis with
the sign ambiguity resolved by looking into the informatetrthe generator level; we may consider that
this ideal off-diagonal direction approximates the trum spirection well, so that the corresponding re-
sults can be used as references (although these includtsaffkinematic cuts as well as contamination
from fake events). We also present the allowed regions umhgevents with a correct assignment of
two b-jets using the signed helicity direction.

In Table[T3B, the bounds using the signed helicity directi@ret very different from those using
the ideal off-diagonal spin direction at the Tevatron. 8itiee latter results can be regarded as references
for optimal reconstruction of the top spin, it is seen thatsigned helicity direction is quite efficient for
this analysis. In addition, the sensitivities can be impibif we can remove the misassignment of the
b-jets.

Finally, we show the expected excluded regions in(the f1)-plane at 95% C.L. for the Tevatron
case in Fig[[86. We thus anticipate that our method allows uw®ver a wide region in the parameter
space even in this simplified counting experiment.
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Fig. 66: Expected excluded regions at 95% C.L. in(tfig f1)-plane at Tevatron. The shaded regions correspond to 4, fb
2fb~!, and 10 fb * integrated luminosities, respectively. The input SM pésribcated at fo, f1)=(0,1).

13.6 Conclusions

We have studied the sensitivities to anomalous coupljiigad f5 in top quark decays at hadron collid-
ers, taking into account realistic experimental condiierpected at the Tevatron and the LHC.

We have analyzed a double angular distributiit(t — blv)/d cos 6y d cos 6; by using a new
method to reconstruct the top quark spin direction effetgireferred to asigned-helicity directiohp
This method does not require the reconstruction of the sptheotop quark on the other side, hence
it helps to elude possibly large systematic uncertaintidsese techniques, when used in combination,
turned out to be quite powerful for the sensitivity study.eWir regioncos 0y ~ —1, cos; ~ —1 of
the distribution is sensitive to the ratio of the anomalowmsptings f/ f1. We confirmed that this feature
is preserved even after kinematic cuts.

In order to give reliable estimates, we have developed anteyenerator incorporating in the
matrix element proper spin correlations of the partons dsas¢he anomalous couplings in the top decay
vertices. We also simulate the detector effects by assumsigiple geometry and energy resolutions
based on the CDF and ATLAS detectors for the Tevatron and @ tolliders, respectively. After the
event selection, the event kinematics is reconstructedhdkinematic likelihood fitting on an event by
event basis. It not only improves the jet energy scale froemtleasured jet energy to the corresponding
parton energy but also helps to select the correct configuraf the jets in the top event topology.

As a first analysis, we have simply counted the event frastadtthe double angular distribution
divided into 4 regions. Then we have performgti-its to these event fractions in order to find the
sensitivities tof/ f1. The results can be summarized as follows. The bounds eltain95% C.L. read

—0.93 < % < 0.57 for 100 reconstructed events at Tevatron,
—0.81 < % < =070, —0.12< % < 0.14 for 1000 reconstructed events at Tevatron, (64)
—0.74 < £2 < —-0.72, —0.01 < % < 0.01 for 100k reconstructed events at LHC

fi

We have taken into account only the statistical errors. Dueharacteristic dependences of the event
fractions onf,/ f1, the bound onfs/ f; shrinks quickly as the number of top quark events increapes u
to a few hundred. For more events, the bound scales]me, and there remains a twofold ambiguity
for the allowed ranges of,/ f1.

Although some simplifications have been made, we considéroilyr MC study for the Tevatron
experiment reflects realistic experimental conditionselp enough to give reasonable estimates for the
sensitivities to anomalous couplings. On the other hanfibrabe LHC case, some important ingredients
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are still missing in the MC simulation (the most importaneamould bett + n-jets events), so our results
should be taken as first rough estimates.

Since our methods for event reconstruction and effectigesjpin reconstruction are fairly simple,
we would expect that they can be applied to other analyse$, as precise determination of thg
polarization states in top decays.
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14. EFFECTIVE NLO APPROACH IN THE MODEL OF SINGLE TOP QUARK PR ODUC-
TION 26

14.1 Introduction

The dedicated event generator SingleTop for the simulaifaime electroweak production of a single
top and its subsequent decays at the Tevatron and LHC hasacb&ved with the help of the Com-
pHEP package [286]. Single top is expected to be discovdrdtbalevatron Run Il and will be a very
interesting subject of detailed studies at the LHC (seediiew [287]).

There are three main processes for single top productioadabh colliders which could be dis-
tinguished by the virtualityi)%,[, of the W -boson involved in the process:channel,s-channel and asso-
ciatedtWW mechanisms.

The generator SingleTop includes all the three processgpravides Monte-Carlo unweighted
events at the NLO QCD level. In [288] it was shown that the NLi6tributions for thes-channel
process are the same as the LO once rescaled by a kAcfaator. We discuss shortly here only the
main process with the largest rate, thehannel production. The representative LO and NLO diagram
are shown in FigL87. The top decay is not shown, however itakided with all the spin correlations.

1.1 1.2 1.3 1.4

Fig. 67: LO and representative loop and tree NLO diagrambkef-thannel single top production

14.2 Overview of the effective NLO approach

We compute by means of CompHEP the LO process 2 with the b-quark in the initial state including
the three-body decay of the top taking into account spinetation. This is fed into PYTHIA [27].
We also switch on ISR and FSR. Then with CompHEP we computéti@ tree level corrections -

2 — 3 processes with additionat and light quarks or gluons in the final state including alse tiop
decay with spin correlations. We split the phase spacemagitsoft” and "hard” parts according to the
pr of those additionab and light jets. The "soft” radiation is taken from PYTHIA ration while the
"hard” region is a matrix element calculation through Conight The soft part is normalised in such a
way that the value of the total cross section at NLO, knowmffag9, 290] ¢ faemme! = 242.6(1.9)

pb for the LHC (Tevatron)), is correctly reproduced. Theatspg parameters are tuned based on the

%Contributed by: E.E .Boos, V.E. Bunichev, L.V. Dudko, V.&\8in, A.V. Sherstnev
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requirements that all the distributions become smootir aftemalization. The performed cross checks
show an agreement with exact NLO calculations where the otedpNLO distributions are correctly
reproduced by our method. Therefore, the generator “Shogledesigned this way does not have a
double counting problem, gives the NLO rate and distrimgiand includes all the spin correlations.

The first release of the generator [291] did not include thid hediation of the light jets, while the
latest version [292] currently used in the analysis by theriilab DO and the LHC CMS collaborations
includes all the mentioned properties.

14.3 Practical implementation of the method in generator SigleTop

The generator “SingleTop” realizes the effective NLO apjgtoof event generation by taking into ac-
count the main NLO corrections. It is based on the phase siaoey method.

The cross sections for thechannel process in the Born approximation include the datl of
Feynman diagrams where the top-quark appears with adalitiaand light quarks in the final state (-
3). However, the calculation of the process— 3 at tree level does not include the large logarithmic
QCD corrections (related to the splittigg— bb) that appears in the "soft” phase space region where the
b quark has a smalPr. It is possible to calculate this effect via the standardreralization procedure
and include it into the partonic distributions of theguarks in the proton. In this case the reaction
2 — 2 (with b-quark in the initial state) would be the LO approach oftfeannel process. In the same
way anothem-quark should appear also in the final state. It follows frém fact thath-quark can be
produced in the proton only through pairs from the virtual gluon. One can simulate the final begua
in the proces®? — 2 via ISR. In this case thé-quark could be produced by initial state radiation and
will appear in the final state within a branch of parton shorem the splitting functiony — bb. One
of this b-quarks (from gluon splitting) is the initial hard partondaine second one goes to the final state.

Calculations of the process — 3 at the tree level approach does not include large logarghmi
corrections (related to the procegs- bb) but the exact tree level calculations correctly simulhielie-
havior of theb-quark in the "hard” phase space region that correspondsdge Pr. We will demonstrate
that the combination of the procesfes- 2 and2 — 3 allows us to construct MC samples at "effective”
NLO level approach. We can prepare correct events with”geffuark via ISR simulation. But in this
case we loose the significant contribution of the "hardjuark. We can probably can get the appropri-
ate result if we use different strategies of simulation ia tlifferent kinematic regions of phase space.
Unfortunately, we can not naively combine the samples @itk 2 and2 — 3 processes because in
this case we get double counting of some phase space redmasoid the problem of double counting
we propose to use different methods of MC simulation in tlileidint phase space regions and combine
them based on some kinematic parameters.

Figures[6B[B89 show the normalized distributions at Teva#aoergies (the distributions at the
LHC energies have almost the same dependencies). On tlwsevgl can see the distributions By
and pseudorapidity of the top and light quarks looks simbat the distributions of addition&lquark
(that comes not from t-quark decay) differ significantly.eTdistribution in pseudorapidity of additional
ISR b-quarks, have pikes at the larger values than the distobsitfor processe® — 3 at tree level.
Moreover thePr spectra for the events derived from PYTHIA with the ISR siatign are "softer” than
in the tree level calculation. The main contribution frone tlarge logarithmic appears in the "soft”
region of Pr(b). Therefore, it is reasonable to use the transverse momeoittine additionab-quark
as a kinematical parameter for slicing the phase space betihe hard and soft regions. To prepare
events at NLO effective approach we apply the following pohae: first, we prepare the CompHEP
events2 — 3 (at tree level) withPr(b) larger than some critical valuB’z. Then we prepare events
2 — 2 in the "soft” region of the phase space with(b) < PY7. The cross section ¢f — 2 events
in the "soft” region is multiplied by thé(-factor. This takes into account loop corrections which db n
change significantly the distributions. The value for fkiefactor is derived by normalising the NLO
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Fig. 68: The comparison adPr andn distributions for the
pp — tq+ brsr (PYTHIA) andpp — tq + bro (Com-
pHEP) simulations for the Tevatron. The distributions are
normalized to unity and no cuts applied.

Fig. 69: The comparison dPr andn distributions for the
brsr andbro inthepp — tq+brsr (PYTHIA) andpp —

tq + bro (CompHEP) simulations for the Tevatron. The
distributions are normalized to unity and no cuts applied.

cross section to a normalis@d— 2 from Pythia and — 3 from CompHEP through
onLo = K -opyrara(2 — 2)|p.g)<py + 0ComprEp(2 = 3)| prn)> po-

The K-factor here is a function of the slicing paramefét;. The total NLO cross section we
know from exact NLO calculations [289, 290].

In case of LHC collider we have:
0CompHEP(2 = 3)| pp~206ev ~ 108.7 pb,

oCompHEP(2 = 3)|py >106ev & 125.7 pb

and K=0.89 forP{ = 20 GeV, and k=0.77 fo’) = 10 GeV.
In case of the TEVATRON we have:

UCompHEP(2 - 3)‘P§’«>ZOGBV ~ 0.46 pb

JcompHEP(2 - 3)|P%>10Gev ~ 0.72 pb

and k=1.32 forP?% = 20 GeV, and k=1.21 foP? = 10 GeV.

The natural requirement for the correct slicing paramét@y is a smoothness of the findl
distribution in the whole kinematic region for the additidrb-quark. After a series of iterations we
have found that thé>r distribution becomes smooth enough with7 = 10 GeV. The result is shown
in Figure[ZD. The distributions for the LHC collider are shoim the figurdZll for the same value of
P = 10 GeV. The algorithm described above we have named the "&féei O approach”.
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Fig. 70: The combined distributions for the "softp — Fig. 71: The combined distributions for the "softh —
tq + brsr (PYTHIA) and "hard”pp — tq + bro (Com- tq + brsr (PYTHIA) and "hard”pp — tq + bro (Com-
pHEP) regions for the Tevatron collider wifP(b) = 10 pHEP) regions for the LHC collider wittP?(b) = 10
GeV. GeV.

14.4 Comparison of the results

To check the correctness of our approach we compare outgegth two independent NLO calculations.
The programs ZTOP [288] and MCFM [293] provides the kinemdistributions at NLO level. The
MCFM takes into account the NLO corrections in the decayaiafrk as well as in the production. The
ZTOP includes NLO corrections only in the production of tajatk. The ZTOP and MCFM programs
provide the possibility to calculate NLO distributions tlol® not simulate events which are important in
the real analysis. We should note, that due to the model afatiog for the final partons, the generator
“SingleTop” takes into account most of the part of the NLCOreotions in the decay of thequark as well

as in the production. We compare the representative disiwits from our effective NLO approach with
exact NLO calculations. The results are shown in Figlré§32 We can see how the events simulated
in the effective NLO approach correctly reproduces the eXa@®© distributions which are plotted with
the ZTOP and MCFM programs. The good agreement in the disiriis demonstrates the correctness
of the simple approach to model the most important part oiNh® QCD corrections on the level of
event simulations.
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15. PROGRESS INW+W~ PRODUCTION AT THE LHC #7

The production of vector boson pairs in hadron collisionarisimportant process within and beyond
the Standard Model (SM). Vector boson pairs directly prdigegauge structure of thelU (2) @ U(1)
electroweak theory. Experimentally, various interestimgasurements are possible at hadron colliders.

2IContributed by: T. Binoth, M. Ciccolini, G. Davatz, V. Droiger, M. Duhrssen, A.-S. Giolo-Nicollerat, M. Grazzini,
N. Kauer, M. Kramer, M. Zanetti
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Fig. 72: ThePr and pseudorapidity distributions of final quarks in effeetNLO approach (“SingleTop”) and exact NLO
calculations (ZTOP) for the Tevatron collider.

This has been demonstrated at the TeVatron already, faniostoy measuring tH&+ W™ cross section
or the trilinear vector boson couplings [294, 295].

On the other handhp — WTW ™ has to be considered as a background process in many analyses
One of the most prominent examples is the searchhfes WTW~ — /Tv¢~ 1, which is the most
important SM Higgs search channel in the mass range betiWge@eV and170 GeV at the LHC [296,
297]. Here, W pairs are the irreducible background to therrast production of W pairs coming from
the Higgs decay. An accurate theoretical prediction folMheW — background process is crucial to fully
exploit theh — WW~ discovery channel, in particular as no Higgs mass peak caedmmstructed
from leptonic W decays with two neutrinos in the final state.

In the following, recent progress in the understanding of aWsis presented. TH& W™~ cross
section is presently known at NLO, and the contribution fribv@ one-loopeg — WTW~ — (Tul~
diagrams has been evaluated recently. Although this isapbyrt of the (presently unknown) full NNLO
contribution, this calculation is now available also asrgvgenerator. Analyses of this process show
that the event properties differ substantially from the L@ &LO quark-scattering contributions to the
pp — WHTW~ process. In addition, the event generator dgr— W™ W~ has been interfaced to a
parton shower program.

For the general case of W pair production soft gluon effecstudied in a resummed higher order
calculation. A solid understanding of soft gluon effectsigportant for kinematic properties & W~
events, such as the transverse momentum of the W pair. Fuhe the results of this calculation are
compared with MC@NLO, in which the spin correlations haverbmcluded quite recently.

After some more comparisons and cross checks, WvoW ~ background normalization strate-
gies are presented for the Higgs search inthe WTW~ — /¢~ channel, and the corresponding
theoretical uncertainties are evaluated. The uncergiritirn out to be reduced significantly, when the
new achievements are taken into account.
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Fig. 73: ThePr and pseudorapidity distributions of final leptons from tpmark decay in effective NLO approach (“Single-
Top”) and exact NLO calculations (MCFM) for the Tevatronlictgr.

15.1 Soft-gluon effects ifW+ W~ production 28

At present, the WW production cross section is known at NL@ueacy. The NLO corrections were
first obtained with the traditional method by summing over ¥i’s polarizations [298, 299]. Later the
calculation has been extended to fully include spin cotigla in the W’'s decay [300, 301]. The NLO
effect increases the cross section by aki®dt at LHC energies.

The fixed-order NLO calculations provide a reliable estenaftW* W~ cross sections and dis-
tributions as long as the scales involved in the processlbod the same order. When the transverse
momentum of théV W~ pairp¥vW is much smaller than its invariant massyw the validity of the
fixed-order expansion may be spoiled since the coefficiehtheoperturbative expansion can be en-
hanced by powers of the large logarithmic termig’ MWW/pYWW. This is certainly the case for the
p:,VyW spectrum, which, when evaluated at fixed order, is even gﬁarﬂrasp‘%vw — 0, and thus requires
an all-order resummation of the logarithmically enhan@ths. Resummation effects, however, can be
visible also in other observables, making it important tagtthem in detail.

In the following we report on a study of soft-gluon effectSiit W~ production at hadron collid-
ers [302]. We use the helicity amplitudes of Ref. [303] andknin the narrow width approximation (i.e.
we only consider double-resonant contributions), buy/firtlude the decays of thé bosons, keeping
track of their polarization in the leptonic decay. In thegtap‘f}vw region we use LO perturbation theory
(WHW~+1 parton); in the regiom}’yw < Mwyw the large logarithmic contributions are resummed to
NLL and (almost) NNLL [304, 305] accuracy.

To perform the resummation we use the formalism of Refs. [308]. In this approach, the
resummation is achieved at the level of the partonic crossoseand the large logarithmic contributions
are exponentiated in a process-independent manner, baeisgrained to give vanishing contribution to

Bauthor: M. Grazzini
2The inclusion of NNLL terms cannot be complete [302], sinwe-toop corrections toV W™ production are not yet
known.
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MC@NLO. No cuts are applied. Right: corresponding predicsi for the transverse momentum spectra of the lepton with
minimum and maximuipt,.

the total cross section. Our results have thus uniform NLE&@xcy over the entire range of transverse
momenta but consistently include the all-order resummatiblogarithmically enhanced terms in the
regionpW W < Mww.

We present predictions for the transverse momentum specifuhe WW ~ pair, but also for a
few leptonic distributions, comparing our results withgbmbtained at NLO with the program MCFM
[301], and with the ones from the general purpose event gameMC@NLO [308, 309] which, in its
latest release [310], partially includes the effect of sgirelations in théV's decay. More details can
be found in Ref. [302].

To compute théV™ W cross section we use MRST2002 NLO densities [311] anévaluated
at two-loop order. Our resummed predictions depend on nealozation, factorization and resummation
scales. Unless stated otherwise, the resummation scad¢ egjsal to the invariant magdww of the
WTW~ pair, whereas renormalization and factorization scaleserto2M /. The latter choice allows
us to exploit our unitarity constraint and to exactly reaa¥e total NLO cross section when no cuts are
applied. At NLO we consistently user = ur = 2Myy as default choice, whereas in MC@NLG
andy.r are set to the default choice, the average transverse mtass\of bosons.

We start by considering the inclusive cross sections. Out-NIO result is 115.6 pb, and agrees
with the NLO one (116.0 pb) to better thafic. The cross section from MC@NLO is instead lower,
about 114.7 pb. The above difference is due to the differboice of the scales, and to the different
convention in the choice of the electroweak couplings astbpt MC@NLO.

In Fig.[72 (left) we show th@}’yw distribution, computed at NLO (dotted), NLL+LO (solid) and
with MC@NLO (dashed). We see that the NLO result diverges-to aspy¥V — 0. The NLL+LO
and MC@NLO results are instead finiteﬁgw — 0 and are in good agreement, showing a kinematical
peak aroungpy’V ~ 5 GeV.

We now consider ther spectra of the leptons. For each event, we classify theveass momenta
of the two charged leptons into their minimum and maximunaealp}. . andp. . . In Fig.[72 (right)
we plot the correspondingr spectra, computed at NLL+LO (solid), NLO (dotted) and witiCI@NLO
(dashes). All the three predictions are clearly in good exgient: the effect of resummation, which is
essential in th@YWW spectrum, is hardly visible in the leptonic spectra.

To further assess the effect of resummation in the leptdmsexvables, we consider the application
of the following cuts, suggested by the study of Ref. [312]:

e For each evenyl. ;, should be larger tha2b GeV andp., .. should be betweess and50 GeV.
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The invariant massy,; of the charged leptons should be smaller thaiGeV.
The missingpr of the event should be larger thaa GeV.
The azimuthal charged lepton separation in the transvéase p ¢ should be smaller thadb.

A jet veto is mimicked by imposing that the transverse momenof theW W~ pair should be
smaller tharB0 GeV. This cut is perfectly legitimate in our resummed catoh and is exactly
equivalent to a jet veto at NLO.

These cuts, designed for the search of a Higgs bosonMith= 165 GeV, strongly select the small¢
region. The jet veto is usually applied in order to reduce tlmntribution, which is expected to produce
largeor b-jets from the decay of the top quark.

The NLL+LO (MC@NLO) accepted cross section is 0.599 pb (0.pB) which should be con-
trasted with the NLO result, which is 0.691 pb, ab@0% higher. This relative large difference is due
to the fact that these cuts enhance the relevance of the-gi8liregion, where the NLO calculation is
not reliable.

In Fig.[73 thep,.,, andpl. . distributions are presented. We see that although the fiveee
dictions are in reasonable agreement in shape, differem@esow evident. In particular, the, .
distribution at NLO is steeper than the other two. Compahihd.+LO and MC@NLO spectra, we see
that the former are steeper than the latter: with the agpicaf strong cuts the differences between
NLL+LO and MC@NLO predictions are enhanced.
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Fig. 75: Distributions ofp}-,..;,, and pl-..... When cuts are applied.

In the search for the Higgs boson in the- WTW~ — /*v/~ channel an important difference
between the signal and the background is found inAedistribution. Since the Higgs is a scalar,
the charged leptons tend to be produced quite close in aAgl@ consequence, the signal is expected
to be peaked at small values Afp, whereas the\¢ distribution for the background is expected to be
reasonably flat. It is thus important to study the effect suramation on this distribution, which is also
known to be particularly sensitive to spin correlationsFlg.[78 (left) theA¢ distribution is displayed.
We see that the shapes of the three results are in good agreeiitie each other, although a slightly
different slope of the NLL+LO result with respect to MC@NL@ABNLO appears. We remind the
reader that the NLO and NLL+LO calculations exactly inclughen correlations, whereas MC@NLO
neglects spin correlations in the finite (non-factorizealt pf the one-loop contribution.

In Fig.[Z8 (right) we finally consider the transverse-massritiution of theW W~ system, de-
fined as in Ref. [313]. The NLO result (dotted) is comparedoNLL+LO one (solid) and to MC@NLO
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(dashes). We see that the effects of soft-gluon resummatierdramatic for this distribution: the
NLL+LO result is shifted towards larger values dfryy by about 50 GeV, which is mainly due to
the divergence of the NLO curve, shown in Higl 74. We find that Ibig difference is mainly due to the
leptonic cuts: removing the jet veto the shift in the tramsgemass distribution is basically unchanged.
Comparing the shapes of the histograms we see that at NLOhépe ss fairly different with respect to
NLL+LO and MC@NLO. Also the NLL+LO and MC@NLO distributionsow show clear differences:
the position of the peak is the same, but the NLL+LO resulteger and softer than the MC@NLO
one.

In this contribution we have examined soft-gluon effectd3\in W~ production at the LHC. We
find that resummation has a mild impact on inclusive leptalistributions. On the other hand, when
stringent cuts are applied, the effects of resummationtesagly enhanced. The most significant effect
is seen in the transverse mass distribution, for which th@®Nhalculation is clearly not reliable. Our
resummed predictions are generally in good agreement hatbetof the MC@NLO event generator.

15.2 Gluon-inducedW+W~ background to Higgs boson searche¥®
15.21 Introduction

The hadronic production of W pairs has been studied extelysin the literature (see e.g. Ref. [216]).
In this short note we focus on the gluon-induced loop proggss: W*W* — (/1. Although sup-
pressed by two powers af; relative to quark-antiquark annihilation, the importaé¢he gluon-gluon
induced background process is enhanced by the experintdigigd search cuts which exploit the longi-
tudinal boost and the spin correlations of W&~ W~ system to suppress W pair continuum production
through quark-antiquark annihilation. We present the &éioshplete calculation of the gluon-fusion pro-
cessgg — W*W* — (/'//, including spin and decay angle correlations and alloworgafbitrary in-
variant masses of the W bosons. This work extends our pregalgulation [314], which did not include
the contribution from the intermediate top-bottom massjwark loop.

Our calculation demonstrates that the gluon-fusion coution to on-shell W pair production only
provides a% correction to the inclusive W pair production cross secathe LHC. However, after
taking into account realistic experimental cuts, the pseeg — W*W* — ('’ becomes sizeable
and enhances the theoretidd™ W~ background estimate for Higgs searches by al30tt. In the
following we will present a brief discussion of the numetlicasults. Details of the calculation can
be found in Ref. [314] and in a forthcoming article. We notatthn independent calculation of the
gg — WTW~ background has been performed in Ref. [315]. A comparisoth@ftwo calculations

30Authors: T. Binoth, M. Ciccolini, N. Kauer, M. Kramer
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Refs. [314] and [315] is in progress.

15.22 Results

In this section we present numerical results for the propess: W*W* — (/'1/' at the LHC, where

¢ = e or u. We tabulate the total cross section and the cross sectidwdosets of experimental cuts.
In addition, we show various differential distributionshélexperimental cuts include a set of “standard
cuts” [216], motivated by the finite acceptance and resmtutf the detectors, where we require all
charged leptons to be producedpat, > 20 GeV and|rn,| < 2.5, and a missing transverse momentum
pr > 25 GeV. Cross sections calculated with this set of cuts will dlgeledogq. We also present
results after imposing Higgs search cuts following a reesperimental study [312]. In addition to the
“standard cuts” defined above, we require that the openigdedretween the two charged leptons in
the plane transverse to the beam direction must safisfy ,, < 45° and that the dilepton invariant
massM,, be less thal5 GeV. Furthermore, the larger and smaller of the lepton trense momenta are
restricted as follows25 GeV < pr in and35 GeV < prmax < 50 GeV. Finally, a jet-veto is imposed
that removes events with jets wherge;., > 20 GeV and|n;;| < 3. Cross sections evaluated with the
Higgs selection cuts will be labeled,, .

To obtain numerical results we use the following set of inpatametersMy, = 80.419 GeV,
My = 91.188 GeV, G, = 1.16639x 107° GeV 2, Ty = 2.06 GeV, 'z = 2.49 GeV, andVeku = 1.
The weak mixing angle is given by, = My /My, s2 = 1 — c¢2. The electromagnetic coupling is
defined in theG,, scheme asi;, = Vv2G, M3, s% /. The masses of external fermions are neglected.
The values of the heavy quark masses in the intermediatedmpet ton,, = 178 GeV andmy, =
4.4 GeV. Thepp cross sections are calculated\at = 14 TeV employing the CTEQ6L1 and CTEQ6M
[47] parton distribution functions at tree- and loop-lexarresponding tal© = 165 MeV andAMS =
226 MeV with one- and two-loop running far(y), respectively. The renormalization and factorization

scales are set thfyy. Fixed-width Breit-Wigner propagators are used for urstglauge bosons.

We compare results foW W~ production in gluon scattering with LO and NLO results for
the quark scattering processes. Since we are interest®d W~ production as a background, the
gg — h — WTW~ signal amplitude is not included. The LO and NLO quark scateprocesses are
computed with MCFM [301], which implements helicity amplites with full spin correlations [303] and
includes finite-width effects and single-resonant coiogest Tabld_I¥ shows gluon and quark scattering
cross sections for the LHC. Total cross sectiong:( are compared with cross sections when standard

Table 14: Cross sections for the gluon and quark scatteongyibutions topp — W*W* — ¢’y at the LHC (/s = 14
TeV) without selection cuts (tot), with standard LHC cutsl(®7,, > 20 GeV, |n¢| < 2.5, pr > 25 GeV) and Higgs search
selection cuts (bkg, see main text) applied. The integnatioor is given in brackets. We also show the ratio of the NoQ®
cross sections and the ratio of the combined Ng@e¢ontribution to the NLO cross section.

o(pp — W*W* — (ol [fb]

qg q9q ONLO INLO+gg

LO NLO oLO ONLO

owe | 60(1) | 875.8(1) 1373(1) | 1.57 | 1.04
Osa | 20.8(6) | 270.5(1) 491.8(1) | 1.82 | 1.06
(3) | 4.583(2) 4.79(3) | 1.05| 1.29

Obkg | 1.41

LHC cuts @q) and selection cuts optimized for Higgs boson searchgg,) are applied (see above
for the definition of the cuts). Thegg process only yields a 5% correction to the tof" W~ cross

section calculated from quark scattering at NLO QCD. Wheilistic Higgs search selection cuts are
applied the correction increases to 30%. Note that the erpatal Higgs search cuts include a jet
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veto which suppresses large contributions from gluoniqsaattering at NLO and thereby reduces the
K-factor for qq — W+W~ from 1.6 to 1.1. For thegg — WTW ™~ process we find a renormalization
and factorization scale uncertainty of approximatzdys. The scale uncertainty of thgg — W W~
process is approximately 5% [314].

The massive top-bottom loop increases the result basedemmiadiate light quarks [314] by 12%
and 15% for the inclusive cross sectian,, and the cross section with standard cutg;, respectively.
After imposing Higgs search cuts, however, the contribubbthe massive quark loop is reduced to 2%
only. This reduction can largely be attributed to the cut\aty o, as can be seen in FIgI78 (right) below.
We note that the impact of the massive quark loop contribuganainly due to the interference with the
massless loops.

Selected differential distributions ferp — W*W* — ¢f’v/ at the LHC are shown in FigE_J77
and[ZB. The standard set of cuts defined above has been afipledjhout. Figuré_17 shows the
distribution in the invariant mass of the pair of chargeddes. We compare the gluon-gluon induced
contribution with the quark scattering process in LO and Nlorder to facilitate the comparison with
Ref. [314], the gluon-fusion cross section is shown with aithout the top-bottom intermediate loop.
We observe that the invariant mass distribution of the gigloion induced process is similar in shape to
the quark scattering contributions and suppressed by rharedne order of magnitude in normalization.

do/dmy [fb/GeV]

1078 Lo v v 11
0 50 100

my [GeV]

150 200

Fig. 77: Distributions in the charged lepton-pair invatiamssm,, for the gluon scattering process (solid) and the quark
scattering process in LO (dotted) and NLO QCD (dashed)pf~ W*W* — (o’ at the LHC. The dashed-dotted line
shows the gluon scattering process without the intermedégt-bottom loop [314]. The input parameters are defined Hzei
main text. Standard LHC cuts have been applied (see maianekTabléTH4).

W-baoson pairs produced in quark-antiquark scatteringeat tiC are in general strongly boosted
along the beam axis. Gluon induced processes on the otherreanlt inW+ W~ events at more
central rapidities. This feature is born out by the distiidou in the pseudorapidity of the negatively
charged lepton shown in Fif178 (left). In order to distirguthe shapes of the various contributions
we have chosen a linear vertical scale and plot the gluoorgtontribution multiplied by a factor 10.
Compared to LO quark-antiquark scattering, the leptorritdigion of the gluon-gluon process shows a
more pronounced peak at central rapidities. We also obsenemhancement of the NLO corrections at
central rapidities which is due to the substantial contidsuof gluon-quark processes at NLO.

FigurelZ8 (right) finally shows the distribution in the traasse-plane opening angle of the charged
leptons. This observable reflects the spin correlationsdumt theW W= pair and allows one to dis-
criminate W bosons originating from scalar Higgs decays\WhdwW — continuum production. Note that
the importance of the gluon-gluon process is enhanced biitgs search selection cuts which require
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a small opening angl&¢r , < 45°. This selection cut, on the other hand, reduces the cotitibof
the intermediate top-bottom loop to the gluon-fusion crmEssion.
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Fig. 78: Left: distributions in the pseudorapidify- of the negatively charged lepton. Right: distributionstia transverse-
plane opening angle of the charged leptdnsr ¢.. Details as in Fid—d7. Theg distribution is displayed after multiplication
with a factor 10. The dashed-dotted line shows the gluonesoad process without the intermediate top-bottom lodi[3

15.23 Conclusions

We have calculated the loop-induced gluon-fusion proggss: W*W* — ¢’y which provides an
important background for Higgs boson searches inlthe WTW~ channel at the LHC. We have
presented numerical results for the total cross sectiancthss section with two sets of experimen-
tal cuts and various differential distributions. The réswdxtend our previous calculation [314] by
including the intermediate top-bottom loop. Our calc@atdemonstrates that the gluon-fusion con-
tribution to on-shell W pair production only yields5& correction to the inclusive W pair production
cross section at the LHC. However, after imposing realisliggs search selection cuts, the process
gg — W*W* — (/' becomes the dominant higher-order correction towieW — background esti-
mate and enhances the theoretical prediction from quaigark scattering at NLO by approximately
30%. We conclude that gluon-gluon induced W pair productionsiseatial for a reliable description
of the background and has to be taken into account to exfleidiscovery potential of Higgs boson
searches in thpp — h — WTW~ — leptons channel at the LHC.

15.3 Effect of parton showering on gluon-inducedV+ W~ production 3!

The main background for the Higgs search decayinfinW— — ¢Tv¢~ ¥ is the continuumiW W
production,qq — WTW~. Recently a NNLO correction to this process was calculatiee,gluon-
inducedW+W~ production,gg — WH+W~ [314, 315]. This process represents only a 4% correction
to the inclusiveW W™~ production cross section at NLO. However, when the seledids specific to
Higgs search in th&/ "W~ channel are applied, this fraction increases to 30%. Thisiésto the fact
thatgg — WTW™ tends to have leptons emitted more centrally than continmW — production,
rendering the Higgs selection cuts less efficient againstickground.

So fargg — W™ W™ was only studied using a parton-level generator. In thefdhg the effects
of adding a parton shower to this process will be investjaldhegg — W+ W~ parton-level program
provided by N. Kauer was linked to PYTHIA for the showeringst The W bosons were then forced to

Slauthors: G. Davatz, A.-S. Giolo-Nicollerat, M. Zanetti
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decay into leptons. The addition of a parton shower is exgettd have mainly an effect on the lepton
isolation requirement and on the jet veto efficiency. In otdestudy this effect, the initial state radiation

was switched on and off, and the distributions of charastierivariables were compared after specific
cuts have been applied. The same selection and reconsiradiin the “Top background generation in
theh — WTW~ channel” chapter of these proceedings was used.

The addition of the parton shower reduces the efficiency dftitptwo isolated leptons in the final
state by 20%. Adding a jet veto after all other selection emésapplied reduces the total efficiency by
10%. The changes to the jet veto efficiency due to the additigrarton shower is thus smaller than its
effect on the lepton isolation. The shapes of the other aigivizs remain similar with or without initial
state radiation. Figule¥9 shows a comparison opthepectrum of the lepton with the highestand the
angle between the leptons in the transverse plane §gr-& W W~ sample produced without (black
solid line) and with (red dashed line) initial state radhati
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Fig. 79: Thep: spectrum of the lepton with the highgst(a) and the opening angle between the leptons in the trasespéane
(b) for a sample simulated without initial state radiatitback solid line) and with initial state radiation (red damttline) for
events with two isolated leptons, a missing energy highan #0 GeV and no jets witht >30 GeV.

Since the gluon-induce® W~ production is known at LO only, it is not possible to know iéth
parton shower will describe accurately the inclusion ohieigorder QCD corrections. Moreover when
applying a jet veto, essentially only the leading order péthis process remains. For further simulation
of this process with parton showering we recommend to appét @eto in order to be in the correct
kinematic region but to set its efficiency to one to take intocant the fact that the contribution from
gg — WTW~ is only known at LO, where no additional jets are expected.

An analysis with detailed CMS detector simulation of thisgess has been performed. After all
selection cuts for the — W+W ™ analysis [316]gg — W W~ still represents a contribution of about
30% to the continuum W pair production cross section at NLO.

15.4 Modeling the production of W pairs 32
15.41 Introduction

In order to measure the contribution from ti&" W~ background in the Higgs signal region it is nec-
essary to extrapolate the numbenBf- W events from an almost pure background region to the signal

$2Authors: V. Drollinger, M. Duthrssen
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region. In general, it is favorable to study the behavioruathsan extrapolation from a clean subsam-
ple of the corresponding background events. In this pdaiiczase, no method is known how to isolate
WHW~ background events in a clean way. The only option left, igtp on theoretical predictions.

The scope of this work is to study effects which could leadytstematic uncertainties in the
measurement dV W~ events. After the events are generated with various pragrarhasic selection
of the events is applied which follows the selection propofe theh — WTW~ — /Tv/~ 1 [296]
analysis. For the selected events a set of kinematic difiritis is compared. In particular, the main
attention is drawn to thA¢ (¢, £~) distribution which is characteristic for both, signal aratkground,
and therefore is a good candidate for the normalization®¥H W~ background.

Event Generators There are many programs available to genef&teW — events. For simplicity,
only the final state with two muons and two neutrinos is geteelra Different event generators have
been employed in order to compare the kinematic distribstid®YTHIA, CompHEP, MC@NLO, and
GG2WW. All generators can be run with different parameters @ptions and have different strengths
and weaknesses.

PYTHIA [284] is a well known program which generates eveiryghstarting from the hard inter-
action at LO until the complete final state, including shawaand the underlying event, in a self consistent
way. PYTHIA is used to study the effect of spin correlationsl acale dependence.

CompHEP [286] is an event generator which allows to gendha&tdard processes of almost any
tree digram. Among the programs considered, it is the ong/which calculates the fult — 4 (two
particles in the initial state and four particles in the fig&te) matrix elements. The showering is done
in a separate step with PYTHIA.

MC@NLO [308, 309] is used to evaluate the effect of highereorcbrrections toV W~ pro-
duction as well as the effect of spin correlations which Haeen included recently and are available in
version 3.10 [310]. The events are weighted with constanghte which differ only in the sign. The
showering is performed with HERWIG [33].

GG2WW [317] is an event generator that generates the hamggsmfcg — WHW— at LO and
decays the W bosons. It has all important features: all sarlgu(top and bottom quarks massive),
W bosons are allowed to be off shell, and all spin correlatiare taken into account. Higher order
corrections, which are expected to be similar to other gindnced processes at the LHC, are unknown
at present. On the other hang, — W W~ can be considered as a higher order partonic sub-process to
pp — WHTW~ production in general, where the sub-procggs— W W~ represents the lowest order.

Event Selection In order to be able to compare events in a phase space regibis ttypical for an
analysis, the pre-selection cuts of the- WTW~ — ¢/Tv/~ i analysis, as suggested in Ref. [296] (cuts
1 to 6), are applied. The lepton isolation (cut 3) is omittetduse the leptons from W decays are
typically isolated anyway. The cuts, which will be appliedall cases, arpT(Mli) > 20 GeV/c and
pr(uz) > 10 GeV/c, n(p*)| < 2 for both muons;m(u®, =) < 80 GeV/c?, pr(ut + p~) >

20 GeV /c, andAg(ut, u~) < 2.4 rad.

The following naming conventions are used:is the muon with the highegt in the eventus is
the muon with the second highest, W is the W boson that decays tq, andW, is the W boson that
decays tquo. Kinematic distributions for W boson pairs and muon paies@mpared in the following in
case the events have passed the selection described abewdisifibutions of W pairs are not accessible
experimentally, but important to understand some evernegties. All distributions are normalized to
unit area in order to be able to compare the shapes of thédistns more easily.
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15.42 Results and discussion

In the following, various kinematic properties of W pair at&eare compared for the different event gen-
erators in the first part. Th&¢(u™, ™) distribution, which turns out to be the most sensitive otesigle,
is discussed in more detail in the second and the third part.

Comparison of Generators In order to get an idea about the importance of HO correctamtsspin
correlations, six typical distributions of W pair prodwuti are compared in Fif.B0. Both effects are
clearly visible, when MC@NLO and PYTHIA are compared withinsporrelations switched “on” and
“off” in both cases. There is also difference possible dubéadifferent underlying events of MC@NLO
(HERWIG) and PYTHIA. This difference is expected to disampeafter both event generators have been
tuned consistently to LHC data. Recently, the soft gluons Heeen resummed up to NNLL for W pair
production at NLO in Ref. [302], summarized in sectlon 15The result is in good agreement with
the prediction of MC@NLO. The approximation of generatingpdirs in a2 — 2 process and then

PYTHIA s.c.on 0.14F PYTHIA s.c.on [ PYTHIA s.c.on

——PYTHIA s.c.off 0.12F ——PYTHIA s.c.off —— PYTHIA s.c.off
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Fig. 80: Comparison of W boson and muon distributions: teeeclear difference visible between the simulation of taedh
process at LO and NLO. The effect of spin correlations (laikls.c.”) plays an important role, too, at LO and at NLO.

performing the W decays in an separate step has no visi®@etefh the kinematic distributions, when
PYTHIA is compared with CompHEP which computes the 2ull> 4 matrix element. Even the fact that
contributions from Feynman diagrams with only one W bos@rent present in case of PYTHIA does
not lead to recognizable differences, because the cotitibfrom processes with only one W boson is
strongly suppressed.

In this study, no emphasis is placed on the comparison ofrtfes sections which are summarized
in Table[Ih before and after the event selection. The seteefficiencies give an idea about the quantita-
tive differences of the various simulations. These diffiess should not be understood as the uncertainty
of the W pair production process, because it becomes clabatbroper choice of the event generator, in
this case MC@NLO (with spin correlations), can describenafiortant features with a better accuracy
than the differences between the scenarios investigated.
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Table 15:Cross sections and selection efficiencies for the sceneviasidered.

program and setup totalo x BR | o x BR after selection| selection efficiency
PYTHIA: spin correlations “on” 828 fb 122 fb 14.7%
PYTHIA: spin correlations “off” 828 fb 137 1b 16.5%
CompHEPqq — WW — 2u2v 900 fb 127 fb 14.1%
CompHEPqq — Wur — 2u2v 900 fb 127 fb 14.1%
MC@NLO: spin correlations “on” 1287 fb 206 fb 16.0%
MC@NLO: spin correlations “off” 1287 fb 212 fb 16.5%
GG2WW: six quarksW's off shell 60 fb 191b 31.4%

Theoretical Uncertainties at NLO Once all features are included in an event generator - ircigs
MC@NLO - the shape af\¢ (i, 1) is still not perfectly known. There are two theoretical unai-
ties than can be potentially large in this particular examjh order to study the PDF uncertainty, each
PDF parameter is varied independently by one standardti®vidn case of the structure function MRS,
this leads to thirty error PDFs. Th&®¢(u™, ) shape variation, shown in Fig81 (left), turns out to be
small.

In order to study the uncertainties due to higher order ctioes, often the scale dependence of
the renormalization scalg, and factorization scalg; are varied independently by a factor of two in
both directions, which results in nine different scaleduding the nominal scale. The shape of the
A¢(ut, p) distribution of MC@NLO is stable against the variation of tcales as shown in Figl81
(right). But this is not only the case at NLO. The shape vimisis similar at LO, even though both shapes
are different. What is the reason for this discrepancy? Wdminitial states at LO is alwaygj, the
possible initial states at NLO atgj, qg andgg. The events with gluons in the initial state have different
spin properties which are visible in thep (., 1) distribution. A cross check for this hypothesis is also
shown in Fig[8LL (right), where the NLO events wit initial state are shown separately. This shape is
remarkably clos® to the shape at LO. In conclusion, the new partonic processngpin at NLO is not
reflected by the scale variations, which means that the rdaihohanging the scales does not work in
this particular case. In order to study the scale unceitgirih a reliable way, all partonic sub-processes
have to be taken into account, which means that in case of Wppaduction the contribution from the
gg initial state has to be added.

Contribution from gg — WTW~ Compared to the procesgy — WH+W~ the cross section for

gg — WTW~ is more than an order of magnitude smaller. On the other hitvedlatter process has
a higher selection efficiency, as shown in Tdble 15, and besamore important after cuts relative to
qq — WTW~. In Fig.[82 (left) the shape afg — WTW~ — uTvu~ v events is compared with the
corresponding distribution from MC@NLO. There is a cledfedence visible, which means that the
addition of thegg — WTW ™ contribution changes the shape of the sum of all partonigpsabesses.

In order to get the whole picture thgg — W+W~ events are added to the events, generated
with MC@NLO, taking into account the different cross seatiafter cuts. Three scaling factors for
gg — WTW~ are shown in Fig—82 (right), namekly, ,w+w- = 0,1,2. The largest deviation from
the nominal k., .w+w- = 1) shape is the shape without contribution frggi— W*W~. In order to
get a feeling for the uncertainty due to the missing NLO aziioas forgg — WTW—, this sub-process
is multiplied with a factor of two, which is roughly the k-fic of gg — h, another process with two
gluons in the initial state. In a comparable cage,— ~v at NLO [318], the k-factor turns out to be
even lower than two. The change of the shape ofAk€. ™, ;1) distribution due to thgg — WTW—

*There is a difference visible which is due to the differendemying events, and the somewhat differentspectra of the
WHW~ system, respectively.
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Fig. 81: Left: PDF uncertainties with MC@NLO: shown are tloeninal MRST structure functions with one set of nominal
parameters and with 30 sets of parameters where one parameégied by one standard deviation at a time. Right: Scale
uncertainties with MC@NLO: the scalps and s are varied independently by factors of two with respect gortbminal scale
1o. The scale dependence at LO is studied correspondingly RYRHIA, which yields shapes close tgg — WTW ™ at
NLO. Note that there are small statistical fluctuations \Wwhdontribute to the width of the error bands, too.

contribution is small for this particular selection, buhds to be kept in mind that the fraction of this
sub-process can be enhanced further with additional cuts.

[ 0.05—
0.05 r
N 0.04—
0.04— L
- 0.03—
.03~ [ MC@NLO + 0 xgg - W'W
.02 0.02— i
el MC@NLO - MC@NLO + 1xgg — W'W
r —gg - WW L
0.01— 0.01— MC@NLO +2 xgg - W'W
ol L L R R AU R SR S B
o 05 1 15 2 25 3 % 05 1 15 2 25 3
+
A’ ) [rad] Ag(u ) [rad]

Fig. 82: Left: Shape comparison gff — WTW ™~ (GG2WW) events with MC@NLO, which includes the partonic sub
processegg — WTW ™, qg — WTW ™ andgg — WTW . Right: pp — W W™ with all partonic sub-processes. Three
scenarios for the partonic sub-procggs— W W ™ are assumed: zero times the nominal LO cross section, oms tine
nominal LO cross section, and two times the nominal LO cressian.

15.43 Analyzing the transverse Mass Distribution of W Pairs
Besides the transverse opening antylé(¢*, ¢~) also the distribution of the pseudorapidity of the sum
of the two leptong)(¢* + ¢~) and the transverse maas; promise some discrimination power between
a Higgs boson signal and th& "W~ background (The invariant mass(¢* + ¢~) of the two leptons is
strongly correlated td\¢(¢1, ¢~) and not used here). For simplicity only relaxed pre-sedectiuts are
applied: two leptonse(- or u*) with

o pr(fy) > 20 GeV/candpr(fF) > 10 GeV/c
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o () <25
o PSS = pr(v) +19) > 20 GeV/ec .

The usual definition of the transverse massds = \/2 cpr(0t 4+ £7) - piss . (1 — cos ¢r) for the

h — WTW~ analysis, whereyr is the transverse opening angle between the vector sum divthe
leptons andpitss. This definition works best if the two leptons are almostioefr. For increasing
opening angle between the leptodd;, decreases since bohy (¢* + ¢~) and p’™** get smaller. To

compensate for this the definitian;, = \/ M2 + m?(¢+ + ¢~) is used rather thaf/r .

0 05 1 15 2 2
9,
(

2.5 &P” 2.5 &P”

Fig. 83: Event distribution foW "W~ — ¢t ¢~ v in the plane ofy; = n(¢™ + £7) andA¢y = Ag(¢+,£7). For the
normalization of thel//}- shape the plane is split into four regionsyat™ + ¢~) = 1.5 andAg(¢T,£7) = Z.
Left: gg — h — WHW~ (MC@NLO). Centerqg — W W~ (MC@NLO). Right:gg — W W~ (GG2WW).

Defining signal and normalization regions In Fig.[83 the distribution of events in the planedf+ +
7)) vs. Ag(¢+,¢7) is shown for a Higgs boson of 170 GeV (left)j — WTW~ (center) andyg —
WTW~ (right). A potential Higgs boson signal would appear domthain the signal regiom(¢* +
(7) < 1.5 andAg(¢t,47) < I (very similar togg — WTW~). On the other hand the dominant
qq — WTW~ background is found in the normalization regiofig™ +¢~) > 1.5or Ag(¢*,47) > I.

The aim is to normalize the shape/df;. for qg — W W™ in the signal region using the shape of
M. in the normalization region. Such a shape normalizatiorata tlas the advantage that experimental
uncertainties that entév/7 due to the missing transverse momentum can be reduced iattbe r

For a systematic comparison of thé). shapes the (¢ + ¢7) vs. A¢(¢™, ¢7) plane is split into
four regions ay(¢* + ¢7) = 1.5 andAg(¢{+,07) = /2.

Normalizing the M. shape forqg — WW~ The shape of\/}. for qg — WTW~ andgg —
WTW~ is shown in Fig[8K for each region of Fig.d83 (histograms radired to unity). For additional
comparison the shape @f/. in the signal region is shown for Higgs boson events. Alsdia shape
gg — WTW is very similar to a Higgs boson with a mass close to 170 GeV.

In Fig. [B3 the ratio of thélZ/. shape in the signal region and thé). shape in the normalization
regions is shown for MC@NLO. The colored error band givessiystematic uncertainty on the shape
of MC@NLO from scale and PDF variations. The QCD factormatand renormalization scale inside
MC@NLO is varied independently within factors of 2. PDF unaimties are evaluated by scanning
through the CTEQG6 [47] error PDFs. The width of the error bigrattually consistent with the statistical
fluctuations expected from the independent Monte Carlo tesygnd therefore gives an upper limit on
the systematic uncertainty on the ratio. The ratio given BYRIA [27] and HERWIG [319] shows a
slight shift to smaller values af//. (the main reason is the missig andqg initial state as shown in
sectiolI5.4R). In the relevant mass range of 100 Ge¥/}. < 200 GeV a systematic uncertainty of
less than 10% on these ratios can be expected (not inclugpegimental uncertainties fropi2is).

The most promising way of normalizing thel/. shape in the signal region is from the normal-
ization regiomy(¢™ + ¢~) > 1.5 andA¢(¢™,¢7) < 1.5 (Fig. [B3 left), which has the sam®&g(¢T, (™)
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Fig. 85: Ratio between tha//. distribution in the three normalization regions and thenalgegion for MC@NLO. The
error bars give the Monte Carlo statistical error on the shafhe colored error band gives an upper limit on the systemat
uncertainty on this shape from QCD factorization and reradization scale variation (each within a factor 2) and omggnsi
error PDF variation. The width of this error band is dominaltg statistical fluctuations, the true uncertainty showdruch
smaller. For comparison also the leading order shape fromH?X and HERWIG is shown.

distribution as the signal region. Since the ratio is re&yi flat, systematic shifts ifi//. are uncritical.
However, this region suffers from low experimental eveatistics and has already some Higgs boson
signal contribution as can be seen in Figl 83.

The normalization regions with¢(¢*,¢~) > Z should be cleanly measurable, but the ratio to
the signal region is not flat and systematic uncertaintiesi6t might affect the ratio (this needs further
experimental studies).

Once theM. shape of the background is measured, one could go beyondemwuobnting in
the signal region and use the information contained inMfedistribution. One could follow two ap-
proaches: By using\¢(¢*,¢~) to normalize theW+ W~ background one could subtract the extrapo-
lated M. shape in the signal region and look for the Jacobian Higgk. piéernatively one could use the
extrapolated\//. shape to normalize th&+ W~ background directly by using the sidebahff. > 200
GeV. This would be an independent method of normalizing #ekground directly in the Higgs boson
signal region.

Using both methods it should also be possible to measureitigsoson mass from the position
of the Jacobian peak. Without any background determinditamn data, this might prove difficult, since
the peak of the background and the peak of the signal are \@sg together.

The shape of the ratios in Fid185 is very similar fgr — WTW~ and also fortt, which
contributes as additional background#o— W W~ searches. This reduces the dependency of the
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extrapolation on the relative normalization of the varibaskgrounds.

15.44 Conclusions

The modeling of W pair production at the LHC has been invastid by comparing several event gen-
erators with different features. MC@NLO turns out to be thestireliable program available. The
prediction ofpp — WtW~ is improved further by combiningg — WTW~ events with the events
from MC@NLO. More results and details can be found in Ref0]32

After the event selection, which is borrowed from the- W™W ™~ analysis, the shape of thkg
distribution can be used to extrapolate the number of W paints from the background control region
(1.4rad < A¢ < 2.4 rad) into the Higgs signal region¢ < 0.8 rad). For this particular example
the theoretical uncertainties of thiep shape aréppr < 0.7% for the PDF uncertainty of MC@NLO,
dscale < 2.0% for the scale uncertainty of MC@NLO, adg, v +w- ~ 3.8% for the uncertainty of the
gg — WTW™ contribution. For comparison, ignoring either the spinrefations or the higher order
corrections would lead to uncertainties of the order of 30%.

By measuring the distribution of the transverse magsat largeA¢(¢*, £~) orn(¢* + ¢~) an
extrapolation to the transverse mass distribution intdHfggys boson signal region seems feasible. The
theoretical uncertainty on this extrapolation estimatednf PDF and scale uncertainties of MC@NLO
is less than 10%. Using this extrapolation an independemhalisation of W+W~— and an observation
of the Jacobian Higgs boson peak should be possible.
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16. TOP BACKGROUND GENERATION FOR THE H — WW CHANNEL 34
16.1 Introduction

Thett production is known as an important background for manygsses at the LHC. Large uncertain-
ties can be expected from the different Monte Carlo simaitesti We will study the:t background in the
phase space specific for the SM Higgs charihel WW — /Zvév by comparing four different Monte
Carlo event generators: HERWIG [319], MC@NLO [308, 309],T*WA [27] and TopReX [321].

The Higgs decay into twdV bosons and subsequently into two charged leptons is expéxtee the
main discovery channel for intermediate Higgs mass, betReey and2my [296]. The signature of
this decay is characterized by two leptons and high missargtverse energy. However, since no narrow
mass peak can be reconstructed, a good control of the bacidyriogether with a high signal to back-
ground ratio, is needed. The most important backgroundihwgive similar signature as the signal (i.e.
two leptons and missing energy), are the continuum WW priiglu@nd thett production. In order to
separate the signal from the backgrounds, one has to remgireall opening angle between the leptons
in the plane transverse to the beam against the continuum Yé@ption and apply a jet veto against
production This implies a restriction to a very specific cggof the phase space.

First, we estimate how well Leading Order (LO) Monte Carlesgrate top production in the phase space
relevant for Higgs search with respect to NLO Monte Carlostmyparing MC@NLO with HERWIG.
Then by comparing PYTHIA and HERWIG we determine the effdcising different parton shower

34Contributed by: G. Davatz, A.-S. Giolo-Nicollerat, M. Zatie
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models. Finally, we estimate the effect of spin correlatibetween the t and the More details about
this study can be found in Ref. [322].

16.2 Generating top background

For each Monte Carlo program, one milligp — tt — WbWb — /vfvbb events are generated
(¢ = e, pandr). The PDF chosen for HERWIG, PYTHIA and TopReX is CTEQ5L aodMIC@NLO
CTEQS5ML1. No underlying event is generated. The top massti®wsEr5 GeV. The events are recon-
structed using stable detectable particles. First, a glesgon requires two isolated opposite charged
leptons withp, > 20 GeV and|n| < 2, cuts which can easily be satisfied by CMS and ATLAS. This
pre-selection is always applied in the following. The firglestion requires:

rejecting all events including a j&twith p, higher than 30 GeV anph| < 2.5 (jet veto)

Eriss > 40 GeV EM* is formed with the sum of isolated leptons and jets trangversmenta)
oee < 45° (angle between the leptons in the transverse plane)

5 GeV < my, < 40 GeV (the invariant mass of the two leptons)

30 GeV< P lep max < 55 GeV (lepton with the maximal;)

® D lep min > 25 GeV (lepton with the minimab;)

16.3 Comparison between HERWIG and MC@NLO

To estimate the effect of an accurate inclusion of NLO maglements, HERWIG 6.508 and
MC@NLO 2.31 were compare°t§. The spin correlations betweeandt are not included in MC@NLO.
HERWIG events were therefore also simulated without these crrelations. As the same showering
model is used, the difference between the two simulatioonsldhbe mostly due to the additional NLO
matrix elements in MC@NLO.
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Fig. 86: Thep; distribution of thett system (left) and the leading jet (right) in HERWIG and MC@®IL

Figure[8® (left) shows the transverse momentum oftth&ystem for HERWIG and MC@NLO.
At low p¢, the two Monte Carlos are very similar, as the soft and osdlimemissions are generated by
HERWIG in both simulations. The& system is balanced by gluon emissions from the initial stadé-
tion. MC@NLO produces in addition to the hard process up ®lmard jet accurate to NLO. Therefore,

%The jets are reconstructed using an iterative cone algoritith a cone sizeAR, of 0.5. A jet is kept if itsp; is higher
than 20 GeV andly| < 4.5.

3HERWIG 6.508 was also used for the showering step in MC@NLERWIG 6.508 is an update of the HERWIG 6.507
version with a bug fixed concerning the top decay.
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the highp; region of thett system is harder in MC@NLO.

In Fig.[88 (right), thep; of the hardest jet is shown, taking into account all jets m fihal state (from
the hard process and from the gluon emissign).jc; max €qual to zero means that there is no recon-
structed jet withp; higher than 20 GeV anfl)| < 4.5 in the event. In the higlp, region the leading jet

is harder in MC@NLO, but again at loy, the two simulations are very similar. The region relevant
fortheH — WW — (v/v signal selection is the very low; region, where HERWIG and MC@NLO
agree very well. In addition, the shapes of all the other auitables are very similar in MC@NLO and
HERWIG without spin correlations. After comparing the tela efficiencies of the different cuts, the
differences between the two Monte Carlos are essentialiytahe jet veto cut and smaller than 10%.
Since there are already twejets in thett final state, the jet veto tends to be less sensitive to additio
jet activity. From this comparison one can conclude that@mgnting accurately the NLO contribution
in the simulation has a small effect on the shapes of theblasaonsidered and the selection efficiencies
for the phase space relevant for the— WW search. The region where NLO makes a difference is at
very highp, whereas the bulk of the selected events is in thegpwegion.

16.4 Effect of showering models, differences between HERWE and PYTHIA

In the following, we study how different showering modelfluence the variable shapes and selection
efficiencies. For this, PYTHIA 6.325, based on the Lund haetion model, was compared with
HERWIG without spin correlations, based on the cluster rméalehadronization. Furthermore, we
simulate two PYTHIA samples, one with the defa(Jt-ordered parton shower model (so-called ’old
showering’) and one with thpi-ordered parton showering model (so-called 'new showérirfepr all
three simulations, default scales are chosen.
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Fig. 87: The pt spectrum of the system in HERWIG, PYTHIA new{;-ordered) and old@>-ordered) showering.

In Fig.[81, thep, spectrum of thet system is shown. The PYTHIA old showering tends to produce
a much softer spectrum than HERWIG and the PYTHIA new shawamodel. Thep; spectrum of the
tt system in HERWIG and the new showering model in PYTHIA agresy well, except in the highp;
region, which is due to the fact that HERWIG applies no magtement corrections at all.

Figure[88 shows the; spectrum of the hardest jet for PYTHIA and HERWIG. The legdiets
in the new showering program are harder than in the old ongh@sgets are harder, the number of jets
increase with respect to the old showering model, as candrmeisé-ig[89. If one compares the other cut
variables, the old showering model in PYTHIA and HERWIG a&gveell, whereas the new showering
model in PYTHIA produces softer leptons, as shown in El§).@8mparing the relative efficiencies after
the selection cuts were applied, the biggest differencesedoom the jet veto and the lepton isolation cut
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Fig. 89: The number of jets (left) and the distribution of the softest lepton (right) in HERWIG, PYTAlhew (p;-ordered)
and old Q2-ordered) showering.

efficiencies. While PYTHIA with the old showering model an&RWIG have about the same isolation
efficiency, PYTHIA with the new showering model has a 20% lpwficiency for the isolation of the
leptons. This is due to the fact that particles from the neewsn have on average highgy than the
ones from the old shower, making the leptons less isolated.

The jet veto efficiencies from HERWIG and the new showeringdehon PYTHIA are very similar,
whereas the veto is less effective in the old showering mddelto the fact that the jets are softer and
therefore more events pass the jet veto. This leads to aetiffe in the jet veto efficiency of about 20%.
In order to get lower uncertainties from the use of differislante Carlos, it will be very important to
tune the Monte Carlos with data.

16.5 Effect of the spin correlations

In the H— WW Higgs search, a cut has to be applied on the opening angieebe the leptons in
the transverse plane) in order to differentiate the signal from continuum WW bagaund. The
variablegy,, as much as the mass of the di-lepton systey are sensitive to spin correlations. In the
following, the influence of the inclusion of spin correlat®in thett process is studied. PYTHIA does
not include the spin correlation betweeandt. Thus we use TopReX with and without spin correlations,
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interfaced to PYTHIA for the showering st&p Figure[30 shows the anglg, between the leptons for
the simulations with and without spin correlations. On ti, lthe only requirements are two isolated
leptons withp; > 10 GeV andn| < 2. On the right, a jet veto is applied in addition. Ag andm,, are
correlated, we only show thgy, distribution. PYTHIA and TopReX without spin correlatiossow the
sameqgy, distribution. Including spin correlations leads to a flatbgy distribution. The same is studied
with HERWIG with spin correlations, compared to HERWIG an@€@NLO without spin correlations.
The difference due to the inclusion of spin correlationdighdly bigger in the comparison of TopReX
and PYTHIA. Again, HERWIG without spin correlations has g@meg,, distribution as MC@NLO.
After a jet veto is applied, the distributions with and withh@pin correlations look more similar in both
cases.
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Fig. 90: ¢¢/ is the angle between the leptons in the plane transverse tzeim. TopReX with and without spin correlations is
shown, as well as PYTHIA. On the left, only very basic cutsapplied, whereas on the right a jet veto is applied in addlitio
The region important for the Higgs signal search is the dewregion.

The difference of the relative efficiencies with and withepin correlations in HERWIG is about
10% and the same difference can be observed in TopReX. Hoyvikeaelative efficiency for the,, cut
in TopReX is slightly higher than in HERWIG.

In conclusion, the following approach could be used to gaeethett background: since the
difference between MC@NLO and HERWIG without spin cortielas is rather small in our region of
interest, HERWIG with spin correlations could be used, mghted to the NLO cross section with an
inclusive K-factor.

The new showering model of PYTHIA predicts similar shapegHe jets and thet system as HERWIG,
but the isolation of the leptons leads to a difference of &l#0% and the other lepton variables are
softer. On the other hand, the old showering model of PYTHIl&obre similar to HERWIG in the lepton
isolation and the lepton variable shapes, but has muchrgefte This needs to be studied further.
When data is available, these uncertainties can be redyctahimg the different Monte Carlos to data.
In any case, it will be important to estimate tttebackground contribution for the Higgs search using
data by defining normalization regions.
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¥"The difference between PYTHIA and TopReX without spin claien is mostly due to the fact that the top quarks are not
allowed to radiate gluons in TopReX, and the different tresit of m.,. For this comparison, the old showering model is
chosen in PYTHIA.
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17. ESTIMATION OF ¢t BACKGROUND FOR H — WW CHANNEL 38

17.1 tt normalization from data

The presence of two neutrinos in the final state of the— W*W~ — ¢Tv{~ v decay chain does
not allow the reconstruction of a narrow invariant mass péaéreover, the rejection needed to reduce
the different background processes is very high, in theiip@ase oftt being©(10~°). The precise
understanding of the backgrounds is the most critical issaneerning this Higgs discovery channel. The
most reliable approach to address this problem is to med#iseidifferent sources of background directly
from the data. The commonly used method consists on sejexignal-free phase space region (control
region), where a given background process is enhanced.ohtetition of that background in the signal
region is then extrapolated from the control region takimg iaccount the observed amount of events.
This procedure relies on the relation:

MontleCarlo
_ *'signal_reg .
Nsignal_reg - NMonteCarlo Ncontrol_reg -

control_reg

Osignal_reg * €signal_reg
Ncontrol_reg (65)

Ocontrol_reg * €control_reg

where N}lonteCarlo and N }onicCario are the numbers of events predicted by the Monte Carlo simula
tion in the signal and control region. Each of this two nunshesin be expressed as a product of the
theoretical cross section in that phase space atga.i, cc,control,cc, @aNd the experimental efficiency of
reconstructing events in the same regie;ggmlrec,wntmlwfg. This will allow to better point out the
different sources of systematic uncertainties. In paictine theoretical predictions enter the procedure
only via the ratior signai_reg/Tcontrol_reg» 1€adINg to @ much smaller scale dependency and thus toessmall
theoretical uncertainties.

The theoretical issues concerning thenormalization have been deeply studied in [323], followihg
work done in the Les Houches Workshop in the year 2003. Theguyi goal of this note is to provide

a reliable description of the experimental aspects, spadifithe ones related to the CMS detector. For
this study a full detector simulation has then been exgloite

The main requirement from the experimental side on the ehafithe control region is to limit as much
as possible the error due to th€ terms in relation[[8b). This implies to use similar selens as for the
signal region. Moreover the contamination from other ptgisand instrumental backgrounds should be
negligible.

In order to estimate the contribution in the signal region, we exploit the preserfdavo additional high

L, jets coming form the top quark decay. Two procedures aregsexh the first based on the tagging of
the two jets as originating froquarks, and the other is requiring simply thgof the jets to be above

a certain threshold. Both control regions will be definedhmy $ame selections on the leptons as for the
signal region.

The cuts used to define the signal region together with theegponding number of events expected
for 1 fo~! for the fully simulated signal (for a Higgs mass of 165 Ged)and Wt are summarized in
Table[T5.

The main cut to reject the is the jet veto. An eventis rejected, if there is at least @semstructed
jet with E; > 15 GeV within || = 2.5. In order to reduce the fake jets, when the measured’;jé$
between 15 and 20 GeV, the ratio of the sum ofphef all tracks inside the jet over the transverse jet
energy deposited in the calorimeter, referred tods is required to be greater than.

17.11 b-tagging jets based normalization

The presence of two b-tagged jets together with two isolkptbns is a striking evidence for events.
In addition to the requirement of two b-jets, the controlioegfor tt extrapolation is defined by all the

%8Contributed by: G. Davatz, A.-S. Giolo-Nicollerat, M. Zatie

39The experimental uncertainties could modify the boundadigfining the phase space where the cross section is caltulat
theoretically. This is the case in particular when the g&as involve jets. The” terms in relation[[6b) are assumed to
account also for this effect.
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Table 16: The expected number of events for a luminosity df £ ffor the signal with a Higgs mass of 165 GeV and the

andtWb background. The relative efficiency with respect to the joev cut is given inside the brackets.

H — WW (my = 165 GeV) £t tWh
o x BR(e, 1, 7) [f0] 2360 86200 3400
1) | Trigger 1390 (59%) 57380 (67%)| 2320 (68%)
2) | Tepton ID 393 (28%) 15700 (27%)| 676 (29%)
3) | M > 50 GeV 274 (70%) 9332 (59%) | 391 (58%)
4) | ¢u < 45 158 (58%) 1649 (18%) | 65 (17%)
5) | 12 GeV< my < 40 GeV 119 (75%) 661 (40%) | 28 (43%)
6) | 30 Ge\< p/™ax <55 GeV 88 (74%) 304 (46%) | 13 (46%)
7) | pf™i =25 GeV 75 (85%) 220 (73%) | 9.2 (71%)
8) | Jet veto 46 (61%) 9.8 (4.5%) | 1.4 (15%)

cuts in Table[Ib but the jet veto.

The algorithm, used to discriminate whether a jet is origgdadrom ab quark. is based on the impact
parameters of charged particle tracks associated to tfig2é}. The parameter, in the following called
“discriminator”, that characterizes the efficiency and thistagging rate of the algorithm, is the impact
parameter significance;p of a minimum number of tracks associated to the jet. In thig\sta jet is
tagged as a&-jet if its measuredr; is greater tharR0 GeV and if there are at least 2 tracks wiihp
above a given threshold. The dependence of the efficiencglettingtt and the purity of the events
selected on the discriminator value is shown in the plotsigffEl.

A discriminator value of 2 for jet b-tagging is used in thisabsis. In this case the double b-tagging
efficiency isO(30%) while the mistagging rate i©(3%). Table[IY summarizes the number of events
expected for 10 fb' in the control region fott, Wt and the signal in the case 2fi, 2e andey final
states.
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Fig. 91: Tagging efficiency and mistagging rate as a funabibtine discriminator. Left plot shows the efficiency of b-gatg
both the jets originated from b quarkstinevents, whereas right plot shows the percentage of misiggte

Not all the processes wittY + 2b+ E/"**¢ as final state have been fully simulated for this analysis.
Nevertheless, general considerations and fast Monte @dbchecks can lead to exclude other relevant
sources of backgrounds.

The more natural concurrent process$iis" W —bb — 2¢2vbb which is anywayafueak suppressed with
respect tat. Its cross section is indeed expected to be smaller than Assuming the same efficiency
for the kinematic selections as for the W~ — 2/, i.e. O(1073), less thanl0 events are expected
for 10 fo=! in the control region even without taking into account theilde-b tagging efficiency. In
the case of same flavor leptons in the final statg/Z* — 2¢ + bb (the vector boson mass being away
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Table 17: Number of events of, signal and¥'t expected forl0 fb~* in the two control regions, described in the text, and in
the signal region. The results are showndgr 2e, ey final states.

“b-tagging” control region| “hard jets” control region signal region
2pu | 2e ep 2p | 2e e 2pn | 2e | ep
tt 194 | 107 245 - - 411 33 (22| 44
Wt 1 |<1 2 - - 6 5 13| 6
Signal (mg =165) | <1 | <1 1 - - 11 156 | 89 | 214

from the Z peek, i.e.my; < 40 GeV') could also contribute as an instrumental background, vémen
high value of E/*** is yielded by the imperfect hermeticy of the detector and ttheefinite resolution
of the calorimeters, respectively. Anyway for a fully simtgd sample of*/Z* — 20 + 2jets with
jets’ E, grater thar20 GeV, the fraction of events witli]*** > 50 GeV (the actual cut applied for
the signal selection) is smaller than 1%. Applying the samerkatic selection, but th&"*** cut on a
pp — v*/Z* — 20 + bb sample generated with MadGraph [32%)) events are expected fad fb~!
which vanish if the rejection due to a realisfi**** selection is included.

17.12 Two high¥; jets basedt normalization

Although very powerful, the method proposed above for thienegion of thett background from data
relies entirely on jet b-tagging which is known to be a sojtesed procedure from the hardware as well
as from the algorithmic point of view. In order to avoid thestgmatics due to this method, it is then
worth to have alternative methods to estimatettheackground from data.

Each of the twad) quarks in thett final state come from @75 GeV central object; theils, spectra are
then rather hard. An alternative method to defing aontrol region is thus to require simply two hard
jets in the detector in addition to the signal cuts listedaib[€T5.

In analogously to the normalization, based on b-tagginglIDMan can be a dangerous background. In
this case, the generaf + 2; final state has a much higher cross section with respect @/the2b one.
As a fully simulated sample based on matrix element calicnatwas not available, a Monte Carlo level
analysis has been performed, leading to the result that, afiplying the?(10~2) reduction due to the
E™iss cut, the contribution of this process in the control regian aot be neglected. In order to get rid
of this additional background, only thg: final state has been considered.

The thresholds on the jet transverse energy that maximieesipnal (t) over the background
(Wt+signal) ratio and minimize the statistical error have bemmd to be50 and30 GeV. The num-
ber of events expected events forfb—! for tt, Wt and the signal are summarized in Tdhle 17.

A background process, not considered in the full simulagioalysis, iV W~ — v, +ev.+2j.
The cross section, after geometrical acceptance cuis} j®, whereas the signal selection cut efficiency
is smaller tharb - 10~ (with an uncertainty of- 8% from the limited Monte Carlo statistics). The
contribution of this background can then be assumed to beinmum of the order as the signal.
In case one jet is misidentified as an electrdit — uv, + 35 could be a source of background, too.
For the CMS detector, the probability of electron misidiécaiion is estimated to b@(10~4)4°. Given
its cross section, calculated to be 200 pb after the geometrical acceptance cuts, the latter reject
factor together with the kinematic selection efficiencytjreated again from a generator level study is
O(10~%), lead to neglect this process as a source of contaminatitreof control region.

“*The muon misidentification rate is at least one order of nmagdaismaller
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17.2 tt normalization procedure uncertainties
17.21 Systematics uncertainties

Our proposed procedure to estimate the numbet @vents in the signal phase space region exploits
relation [€5). In order to compute the systematic uncetitgiron the final result we consider separately
those related to each term present in the formula.

e Theoretical uncertainty
Taking the ratio of theét cross sections in the signal and control region avoids mitheotheo-
retical systematic uncertainties. This is in fact the mastification of rel. [Gb), first proposed in
Ref. [323]. In that paper the theoretical uncertainty onriite® o;gnai_reg/Tcontrol_req NAS been
studied at parton level with LO precision by varying the nenalization and factorization scales.
The error has been estimated to range betvg&emo 10%, mostly due to the choice of the PDF.
In Ref. [326], the NLO effects ott simulation have been studied, with the result that the shape
the distributions involved in the normalization procedure. theL; spectra of the jets and the jet
multiplicity are not affected by higher orders contributso However, the comparison of different
showering models shows some discrepancies either in thaykiplicity or the jetsE,; spectra,
introducing a further uncertainty with respect to the one tuthe PDF set.
For what concerns the proposed normalization proceduealépendence on the showering model
has been studied in this analysis. Nevertheless, the Moat® @redictions concerning will
be intensively compared and tuned directly with the datg abnsidering the very high rate at
the LHC. A 10% systematical error due to theoretical unagstawill be assumed as reported in
Ref. [323], although baring in mind that this could be an mjstic estimate.

e Jet energy scale uncertainty
In the background normalization procedures, we proposggetrenergy scale (JES) uncertainty is
particularly important since it affects in opposite marste signal region, defined by vetoing the
jets, and the control region where the presence of two jatsgsired. To take into account this
sort of anti-correlation of;g,a1_reg @NAecontrol_req, W €stimate the effect of the JES uncertainty
directly on their ratio by rescaling the measured jet founmeatum by an amount corresponding
to the fractional uncertainty (1.6, = (1 + \)Pj,).

In the plot of Fig[QP the relative variation é% for various values of is shown. In the
plot the triangles represent the control region, deflneddngulrmg two jets withF; greater than
50 and 35 GeV, whereas the squares stand for the controhrdgiined by requiring two b-tagged
jetstt

A realistic estimation of the JES uncertainty of CMS aftaegrating10 fb—! of LHC is O(5%).
The corresponding relative variation @fgnal_reg/€control_reg 1S ~ 8% for the double b-tagging

defined control region ang 10% for the two highE; jets control region.

e ( criterion uncertainty
In order to prevent the contamination from fakes when vetgis down to a raw transverse energy
of 15 GeV, it is useful to cut on the track content of the jetear Jets with £; between 15 and
20 GeV thex criterion is then exploited, as explained before. In ordeedtimate the systematic
uncertainty due to this criterion, the cut arhas been varied from 0.15 to 0.25. Moreover, different
values of the minimunp, for a track, to be included in the sum, have been tried from2 @&eV.
The consequent variation of the jet veto efficiengy,{.1_rc¢) iS relatively small, i.e. of the order
of 4%.

e b-tagging uncertainty
In Ref. [327] the precision, with which the b-tagging effivogy of CMS will be known at CMS,
is expected to b&1% for 1 fb~—! integrated luminosity and it is foreseen to improve 7l with

“IThe reason, why the ratiQignai_reg/€controi_reg iN the latter case is less sensitive to the JES uncertairthaisthe E;
threshold for the b-jets candidate<2i GeV and the fraction oft events with b-tagged jets with; close to that threshold is
very small.
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control region defined by two hard jets whereas the blackreguzorrespond to the two b-tagged jets phase space area.

10 fb—'. These values represent directly the uncertainty 9 ,._r., in the case of the control
region defined by requiring two b-tagged jets.
e Uncertainties on N onirol_reg

It has been shown in the previous section thais plainly the dominant process in both control
regions. With the cuts used for selecting these controbregii.e. the signal kinematic cuts plus
two b-tagged jets or two high’; jets, we expect to identify almost purely events. In the worst
case, i.e. when the control region is defined by two highjets, the fraction of events coming
form other processes is smaller than 4%. Provided that thddién is small, it is safe to simply
neglect this source of systematic uncertainty.

For10 fb~!, the experimental uncertainties listed above account ystematic error of- 11%
for bothtt control regions. Including the theoretical uncertaintig #rror does not excedd%.

17.22 Statistical uncertainties

The statistical precision with which the numbertofevents in the signal region can be known depends
on the expected number of events in the control region. From the numbers quoted inel@Bland
assuming a Poissonian behavior it is clear that the errotalsgstematic uncertainties is predominant
with respect to the statistical ones for both of the propossdhalization procedures.

18. SINGLE RESONANT TOP PRODUCTION AS BACKGROUND TO THE H — WW
SEARCH %2

At leading order, the inclusive double resonant top pradagbrocesspp — tt — WbWb — (vlvbb,
wherel = e, u, 7, has a cross section times branching ratio of about 52 plleéSiasonant top production
pp — Wtb represents a contribution about ten times smaller. Aftglyapg a jet veto, the singly
resonant top contribution is increased with respect to thibly resonant one, since thdget is typically
produced at much lower transverse momentum. It is this iarion which we will study in detalil here.

In order to resum large logarithms of the fotog[(m; + my ) /my], it is preferable to view the
singly resonant process as one in which quark is probed directly inside the proton. In this case, the
single resonant leading order procesglis— Wt, as depicted in Fig—93. Starting from this process
one can calculate NLO corrections, which naively include ttoubly resonant diagrams in the real
radiation contribution. Previous attempts to remove tloesgributions have either relied on subtracting
the doubly resonant cross section [328] or on applying a masdow cut [329], both of which suffer
from ambiguities related to the interference between thglgiand doubly resonant graphs. However,

“2Contributed by: J. Campbell, G. Davatz, A.-S. Giolo-Niegdt, F. Maltoni, S. Willenbrock, M. Zanetti

110



by applying a veto on the presence of an extiguark, the interference effect is greatly suppressed and
the contribution from the doubly resonant diagrams can laenloiguously removed [330].

Fig. 93: A lowest order diagram for the singly resonant topdpiction process. A quark is produced inside the proton via
gluon splitting and the resulting anti-b is unobserved.

Therefore we can estimate the singly resonant top productte at NLO in a region where a
jet veto is applied, which in the case of the Higgs searchesponds to the signal region. Clearly,
the NLO prediction for the rate depends on the region of plspsee which is probed, in particular on
the definition of the jet veto. In the following, we will studize sensitivity to NLO corrections of the
different kinematic variables used fir — WW — (v/v.

The NLO corrections toVt production, implemented using a veto on an ektrguark, are cal-
culated using the Monte Carlo program MCFM [330, 331]. Thetdazation and renormalization scales
chosen to be equal to the jet veto value used, i.e. 40 GeV. Wedadculated the efficiencies obtained for
the Higgs selection cuts, which are defined in the chaptep Blackground generation in the— WW
channel’ of these proceedings. A comparison between therldN& O results is shown in Tab[e]18. We
note that, since MCFM is a parton level generator, the jei getually corresponds to a veto directly on
the partons, requiring no parton wighh > 40 GeV. Moreover, no requirement on the lepton isolation is
added. Without selection cuts, the effect of the NLO coroestis to increase the LO cross section by a
factor of about 1.4. After all selection cuts, this factools to approximately 0.7 almost entirely due to
the effect of the jet veto. This is expected since the presenan extra parton in the NLO calculation
means that a jet is vetoed more frequently. The efficiencytferother selection cuts are very similar at
LO and NLO. In order to account for the difference in the jetbvefficiency between NLO and LO, the
K-factor that will be used to approximate the NLO cross secis determined in the signal region by the
ratio of the NLO to LO cross sections of MCFM.

The cut selection efficiency obtained with MCFM is then corepgato a simulation performed
using TopReX [321], in which the effects of a parton showeriacluded. The cut efficiencies obtained
using this approach are shown in the third column of TRDIeTd®ReX and MCFM lead to very similar
results, with the exception of the jet veto.

The difference between the efficiencies of the jet veto isecticonsequence of the limitations of
the parton level generator, MCFM. Whereas MCFM includeshmwgring and thus applies the jet veto
directly at the parton level, the events produced by TopRaXbe vetoed according to jets produced by
the showel. It is clear that the transverse momentum of the jet prodibgettie shower is not the same
as thep; of the parton that is produced in the hard interaction. We tfiad, at leading order, requiring
no parton withp, > 40 GeV has a similar efficiency as requiring no jets with> 30 GeV. Thus a
parton cut at 40 GeV will correspond to a jet cut at 30 GeV. Bfyshows the selection efficiency as a
function of thep; of the b for finding two leptons witlp, > 20 GeV and vetoing all clustered jets with
pt > 30 GeV, for the TopReX sample. In this case, 85% of the evemteh (b) < 40 GeV and 94%
havep(b) < 60 GeV.

“3For this study, as before, the jets are reconstructed usingealgorithm on the stable particles from the MC tree.
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Table 18: Higgs selection cut efficiencies for the singlyorest Wt process at LO and NLO, simulated with MCFM (parton
level) [331] and TopReX (LO and parton shower). Here a vetpjdied on they; of the generated b and is set to 40 GeV. The
cross section is given after the following branching ratis been included\WW " — e v][t — e vb].

MCFM TopReX
LO NLO LO

Selection cuts o x BR | rel. eff | o x BR | rel. eff || rel. eff

(fb) (fb)
No cuts 271 377
2lep,|n| < 2,ps > 20 GeV 204 0.75 277 0.73
Ermiss > 40 148 0.73 209 0.75 0.75
dp < 45 20.8 0.14 34.4 0.16 0.17
5GeV< my <40 GeV 10.6 0.51 15.6 0.45 0.50
Partonic jet veto, 40 GeV 1.55 0.15 1.12 0.07 0.16
30 Ge\k p{ma* <55 GeV 1.08 0.70 0.73 0.65 0.63
pimin 525 GeV 0.73 0.68 0.49 0.67 0.67
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Fig. 94: Cut efficiency as a function of the transverse moomanof the b quark, after requiring two isolated leptons with
pt > 20 GeV,|n| < 2 and no reconstructed clustered jet with> 30 GeV for a simulation with TopReX.

A leading order parton shower Monte Carlo should thus ajrgmdvide a good approximation of
this process. A NLO K-factor of 0.7 has been determined insiggaal region for the Higgs search in
the WW channel. In particular, the veto on additional jefvétgt occurs at a transverse momentum of
30 GeV, corresponding to a parton-level veto of 40 GeV. Tleetétical error on the Wt cross section is
estimated to be of the order of 10-20%, including PDF andesgaiiation [330]. Therefore a conservative
estimate of the Wt background in this region could be obthimeg simply using the LO cross section
without any additional K-factor, since it is predicted toddightly less than unity at most.

112



19. STUDY OF PDF AND QCD SCALE UNCERTAINTIES IN pp — ZZ — 4 EVENTS AT
THE LHC 44

19.1 Introduction

The qq — ZZ — 4u process is the main irreducible background in searcheshtoHiggs boson via
its H — Z7Z — 4, decay mode. Theoretical uncertainties affect the currstimation of the physics
reach for the search analysis and may turn into contribsitiorthe total systematic errors on significance
estimators, as background evaluation on a specific 4-mu@s menge often relies on extrapolations
from regions with larger background statistics, which aasdal on Monte Carlo Models. Normalization
to higher rate processes like singteproduction may help to reduce these uncertainties. Thik wor
concentrates on the estimation of current errors in thaitalons for total and differential cross sections
for the procesgq — ZZ — 4y arising from PDF and perturbative uncertainties, follagvihe guidelines
described in [332] for the evaluation of theoretical unaiaties in LHC analyses.

19.2 Event Generation

All results are obtained at NLO with MCFM [331] version 4.Qdrfaced to the standard Les Houches
accord PDF package LHAPDF [333]. The cross sections areia@es within a typical experimental
acceptance and for momentum cuts summarised in SdcfiohTh@.8alculations with MCFM are car-
ried out for a given fixed set of electroweak input parametisiag the effective field theory approach.
The PDF family CTEQ®61 provided by the CTEQ collaborationg[L& taken as nominal PDF input.
Quantitative error analysis is performed following thegumption of reference [334] using the 40 sets
of CTEQG61. Errors are propagated via re-weighting to thd thaervables. MRST2001E given by the
MRST group [311] is considered as an additional cross ch&tle value of the strong coupling; is
not a free input parameter for the cross section calculdgigtaken from the corresponding value in the
PDF.

The dependence of the observables on the choice for reripatiah and factorization scales is
unphysical and should be regarded as one important cotribio the total uncertainty in the theoretical
predictions accounting for missing higher orders in QClz@laltions. The reference cross sections and
distributions are obtained withr = ur = 2M . Missing higher orders are estimated by independent
variations of the two scales in the rangé,; < p < 4My, following prescriptions applied to other
processes [335].

19.3 Definition of observables and event selection
In order to perform a generator-level study with MCFM, weesklevents fulfilling acceptance and mo-
mentum cuts very much along the lines of the ones optimizedulb simulation-level analysis (in
progress). General pre-selection cuts and three diffesetst of selection cuts are defined, the latter
being driven by the Higgs search in four muon final statesvgtdwerage and high Higgs massgg{ =
150, 250, and 500 GeV respectively).
The pre-selection cuts are:
e There should be at least four such muons (2 opposite sign prics) for an event to be considered.
e PT > 7 GeV for all the four muons.
e Selected opposite sign muon pairs arising fromy Zecays should have invariant mass
M 4,— > 12 GeV. This cut onM,,+ ,- removes low-mass resonances.

The selection cuts are obtained from the pre-selection imieasing the lower PT threshold on the four
muons to 10, 16 and 25 GeV fary = 150, 250, and 500 GeV respectively.
The notations we use in this work include:

4Contributed by: S. Abdullin, D. Acosta, P. Bartalini, R. @aaugh, A. Drozdetskiy, A. Korytov, G. Mitselmakher,
Yu. Pakhotin, B. Scurlock, A. Sherstnev, H. Stenzel
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Table 19: Relative uncertainty on total cross secti¢aq — ZZ — 4u) with pre-selection cuts and orvttiM,,, evaluated
for three values oMy, with selection cuts. Reference figures correspond to CTERIBE set anur = ur = 2 * Mz.
Asymmetric errors arising from the choice of the QCD scatehtained adopting independent variationg pfandy.r in the
rangeMz < p < 4Mz. Symmetric errors from PDF parameterization are obtairséaputhe CTEQ61 error sets. Comparison
with reference MRST2001E predictions is also reported.

A(o) A(do/dM.,,) A(do/dM,,,) A(do/dM.,,)
(pre-selection cuts) (Mg=150 GeV)| (Mg=250 GeV)| (My=500 GeV)
wr andug +3.2% +2.3% +3.4% +3.8%
scales -4.0% -4.4% -4.3% -2.5%
PDF (CTEQS61) +4.8% +5.1% +4.7% +4.4%
A(MRST2001E) +4.6% +0.4% +4.8% +6.6%

e My, is the invariant mass of the four selected muons.
e PTy, is the transverse momentum of the four muons system.

e 71 (M,+,-) refers to the muon pair with invariant mass closest tohenass andZ2 refers to
the second muon pair selected from the rest of the muons éthighest PT.

19.4 Study of uncertainties from PDF and QCD scales

The total effective cross sectian(qq — Z7Z — 4u) with pre-selection cuts for CTEQ61 PDF set and
pr = pr = 2% Mz turns out to be 18.6 fb. Th&ly, distribution is given in Fig[d5, along with
uncertainties from CTEQG61 error analysis; the correspandelative uncertainties are also reported in
Fig.[@8, which indicates a flat behaviour fdE,, > 150 GeV. An additional cross check is made in
Fig.[812, which reports the comparison between the predista CTEQ61 and MRST2001E PDFs.

The effect ofur and g variations onMly,, is shown in FigC3B; one may notice that each of the
four different combinations turns out to be dominant as lof@e upper) error boundary in a givev,,
region, with an overall effect which results in flat boundariAdopting jusi.r - g correlated variations
would underestimate the contribution of QCD scales to tke theoretical uncertainty.

All these results are summarized in Tablé 19. We quote 3-48¢tsfarising from the variation of
the QCD scales and 4-5% effects from CTEQG61 error analy$idgeWIRST2001 predictions turn out to
be consistent with CTEQG61 error boundaries. No sensitipexéency of the error boundaries wikhy,,
is observed.

In general, CTEQ61 error analysis achieves similar resoitall the single muon, di-muons and
four-muons kinematic distributions ifff — ZZ — 4u events. QCD scale variations also achieve similar
results for single muon distributions. However, more desesielative uncertainties of around 10-15%
are observed on four-muons and di-muons PT and pseuddyaghistributions inqq — ZZ — 4u events.
See for example Fif. 99, which reports @&}, distribution and FigI0O, which shows the effect of of
pr andpg variations onPTy,.

Fig.[I01 reports the invariant mass distribution of the Zthglwith uncertainties from CTEQ61
error analysis (corresponding to a relative error of arod¥on the overall Z2 mass spectrum), while
Fig.[I02 shows the effect af anduk variations on the same distribution, which turns out to fghdly
more pronounced on the nominal mass of theesonance.

The effects of the complete logarithmic electrowéaky) corrections on the production of vector-
boson pairs at the LHC have been studied in [336]. Theseat@ns, that we don’t take into account,
turn out to be relevant fob/,, of the order of several 100GeV lowering the Born level predits by
more than 10% fon/,, > 500GeV .
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19.5 Normalization to Drell-Yan

Normalization to higher rate processes involvipg initial state may provide us with an experimen-
tal methodology to absorb part of the theoretical uncetisnarising from PDF and QCD scales.
Single Z boson events decaying totu~ events are generated with MCFM with pre-selection
cuts (applied to di-muons final states) described in sed®Bi3 The total effective cross section
o(qq — Z — pTp~) turns out to be 924 pb. Fid_T03 shows the prediction for themalized
ratio o(qq — Z7Z — 4u)lo(qq — Z — 2u) with pre-selection cuts according to the 40 members of
CTEQ61. PDF uncertainty on the ratio reducestt®.2%, against-4.8% which is the value quoted
for o(qq — ZZ — 4pu) (Table[ID). A similar approach is followed for the uncertgion the ratio arising
from QCD scale variations, which gives an asymmetric erfa35 % and -2.8%.

As mentioned in the previous section, this study doesné tato account electroweak corrections.
Although the size of these corrections turns out to be sin¥a7] between for single and double boson
production, corrections to the ratio might be sensitivehmtighM,,, region.
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20. RELATIVE CONTRIBUTIONS OF ¢- and s-CHANNELS TO THE ZZ — 4 PROCESS*
20.1 Introduction

Theqq — Z7Z — 4u process is the main irreducible background in searchefhéHiggs boson via its

H — Z7Z — 4p decay mode. Figuref—1104 arfid 1105 show the t- and s-channeibctioin diagrams.
PYTHIA [284], an event generator commonly used for simolatdf this process at the LHC is unfor-
tunately missing the s-channel contribution. In this nate show that the s-channel sub-process and its
interference with the t-channel cannot be neglected if ames & simulate the ZZ-background with a
precision of 10% or better.

One may notice that very different kinematics are expectedhe s- and t-channel events. For
example, the invariant mass of the four muons for the s-atlacontribution will tend to have a peak
around theZ® mass with a tail to high invariant masses, because a Z isteadfeom one of the muon
legs in the decay of the first Z, whereas the t-channel has a owonplicated structure with at least two
distinct peaks around tH&’ mass and twice thg” mass, with a tail to even higher values.

20.2 Event Generation

For this study we used event samples of ZZ (by Z in the ZZ pbese and below we mean'Z* /~*)
background produced with PYTHIA only (PYTHIA parametersSEL = 0, MSUB 22 = 1) and with
CompHEP-PYTHIA. The latter uses the CompHEP [286] matrenednt (ME) generator interfaced to
PYTHIA, which is used for showering and hadronization in $hene way and with the same parameters
as for the pure-PYTHIA sample. Below, we refer to CompHEPFPYA samples simply as CompHEP
samples. The main subprocesses resultingdin inal state are:

77 — 4
77 — 2712 — 4 (not used in this analysis)
77 — 2b2u — 4 (not used in this analysis)

“SContributed by: S. Abdullin, D. Acosta, P. Bartalini, R. @aaugh, A. Drozdetskiy, A. Korytov, G. Mitselmakher,
Yu. Pakhotin, B. Scurlock, A. Sherstnev
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Fig. 104: ZZ background: t-channel diagram. Fig. 105: ZZdgacund: s-channel diagram.

For normal analysis cuts, which select a regiod @invariant masses between about 110 and 170
GeV, we expect about 33 events from the first process, abowgrtefor the second and about 3 events
for the third. The latter one will become negligible aftesléion cuts. All event numbers in this note
are normalized t80fb~! of integrated luminosity.

We used the CTEQ5L PDF [338] and theQ? scale parameter [284] in both CompHEP and
PYTHIA (the § Q2 scale is not a default in PYTHIA 6.223). Generator-leveleyselection” cuts are:
PT > 3 GeV,|n| < 2.5 for all four muons. The PYTHIA sample’s generation-levetégselection” cuts:
PT > 3 GeV, |n| < 2.5 for the four selected muons. Additional cuts on the invariaasses of any two
pairs of selected opposite sign muons &re: M, < 150 GeV (the cross sections, especially for the
s-channel, are sensitive to the lower limit; the upper limitce it is sufficiently higher thamo, is not
important).

20.3 Event selection and analysis cuts
To perform a generator-level study, we select events ahéofull simulation-level analysis in progress
(selection cuts).

The selection cuts are:

e PT > 7 GeV (for the barrel|n| < 1.1) or P > 9 GeV (for the endcapsy| > 1.1) for all consid-
ered muons. These cuts correspond to a muon reconstrudfiarey of 80-90%.

e There should be at least four such muons (2 opposite sign prics) for an event to be considered.

e All four permutations of opposite sign muon pairs shouldenawvariant mass/1,,,,_ > 12 GeV
(for the four muons selected). This cut bf),+,- removes low-mass resonances.

We also use in this study an example of analysis cuts optinfiae small Higgs boson masses
(myg < 160 GeV for the full simulation-level analysis in progress) iaged in Tabld2D.

The notations we use for the analysis-level cuts include:

e 71 (M,+,-) refers to the muon pair with invariant mass closest tohenass andZ2 refers to
the second muon pair selected from the rest of the muons kathighest PT.

e 1i1,..., g are the four selected muons when they are sorted by PT, taggesallest.
e My, is the invariant mass of the four selected muons.

20.4 CompHEP vs. PYTHIA: comparison of t-channel only samps
Before making a comparison of events for which the s- anditinkl diagrams are included (CompHEP)

with t-channel diagram events only (pure-PYTHIA), we comgptchannel CompHEP and t-channel
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Table 20: Analysis-level cuts (example of cuts optimizedtfie small Higgs boson mass regidi,,, < 160 GeV).
parameter | cut, GeV

PT 11 14
PT 112 10
PT 113 10
PT /i1 7

Z1 (M4 p-) > 60
Z1 Mpqp—) < 110
Z2 (Myq,-) > 12
Z2 Mpuqp—) <60

1\14M > 110

N events for t channel only diagrams vs. MH (selection) | ‘ N events for t channel only diagrams vs. MH (selection)
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Fig. 106:4 invariant mass distribution after selection cutsFig. 107: Enlarged part of Fig—IDA,00 < My, < 300
L =30 fb~!. Comparison of t-channel CompHEP generGeV.

ated events and t-channel PYTHIA ones. Error bars include

the MC statistical contribution only.

pure-PYTHIA events. This cross check is necessary to beteatehe effect, if it exists, is not due to a
difference in internal cuts, model parameters or sometsiimglar, but indeed is a consequence of taking
the s-channel into account, as well as interference betifees- and t-channels.

Figures TOb[TA4, 108 alid 109 show the results of the t-chamhg comparison. FigurEZID6
shows the entiré\ly, interval of interest, and Figd._TI0[Z. 308 dnd1109 show diffesaib-intervals for
better comparison. It is clear, that the t-channel only damgenerated with PYTHIA and with Com-
PHEP have almost identically,, spectra (up to the level of the statistical precision of truits).

20.5 Comparison of t- and s-channel sample (CompHEP) vs. tiannel sample only (pure-
PYTHIA)

We now compare the s- and t-channel CompHEP events to t-ehanly PYTHIA events.

There are three regions of interest in the invariant massXly,). The first one is near thg”
mass. Because of the s-channel, in particular, this regagratpeak. The peak is clearly seen after both
selection and analysis cuts (optimized for smajj region), see Fig§_T10 abd111.

Another region of interest is the low mass region vth,, < 160 GeV. This is where we applied
our example set of analysis cuts (optimized for smafl region). In this region, due to the s-channel
presence and interference between the t- and s-channetgeisn excess of events over the t-channel-
only case at the level of 10-15% (even after the analysi9,csee FiglTIR.

Even in the third region of interesk,,, > 160GeV), the s-channel contribution still is not negli-
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bars include MC statistical contribution only.
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Fig. 112: Enlarged part of Fif_Il1. Fig. 113: Enlarged pafig.[II0 forM.,, > 160GeV.
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gible,~ 5 — 7% (Fig.[I13).

The overall numbers ofy events after different cuts are shown in Tdblk 21. "Preetiele” cuts
are defined in Sectidn 20.2, "selection” and "analysis” artesdefined in Sectidn 20.3. The numbers for
the t-channel contributions for the PYTHIA- and CompHEBeuced samples in the first two columns
(o (pre-selection) in fb and the corresponding N (pre-sedegtof expected events) are different because
of different pre-selection cuts for these two generatoracedthe cut on the invariant mass of all four
permutations ofu™p~-pairs is introduced (and other cuts are the same as wedl)exipected event
numbers for the t-channel contribution for the PYTHIA andh@HEP samples are the same up to the
level of statistical precision.

Table 21: Cross section values for the t- and s-channel Cd&Rpshmple, the t-channel CompHEP and PYTHIA samples
and the corresponding expected numbers of event30ifis—* integrated luminosity with MC statistical errors (numbars
corresponding statistical errors are scaled accordingossesection and integrated luminosity from a much largenter of

MC generated events).

process o (pre-selection), fbj N (pre-selection) N (selection)| N (analysis)
CompHEP, s- and t-channe¢l 65.0 1950 + 4.6 224+1.6 42.6 +0.68
CompHEP, t-channel only, 18.8 565 + 1.1 184 £0.64 | 29.3+£0.25
pure PYTHIA 9.93 298 + 0.98 186 +0.77 | 30.4£0.31

20.6 Summary

PYTHIA does not include the s-channel (and its interferenith the t-channel) in ZZ background
generation.

We have shown that the s-channel contribution to the ZZ lrackgl in the analysis dfl — 44
with My, > 115 GeV (area of interest for the Standard Model Higgs bosoncheatr LHC: lower limit
is from LEP studies) is non-negligible and remains nondigégé after applying analysis cuts optmised
for a low mass Higgs search.
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21. SENSITIVITY OF THE MUON ISOLATION CUT EFFICIENCY TOTHE U NDERLYING
EVENT UNCERTAINTIES 46

21.1 Introduction

In future searches for the Higgs boson at the LHC via its 4/mdiecay channelll — ZZ — 4y, the
muon isolation cut plays a key role in suppressing many oiiserdominating backgrounds where all
or some muons originate from hadronic decatsand Zbb are the most important processes in this
category). In reducing the&t andZbb backgrounds to a negligible level, the ZZ background andadig
is also suppressed. Therefore, one must worry about thesefficof the muon isolation cut with respect
to the ZZ background and Higgs boson signal and, even moweitdbe sensitivity of this efficiency
to the large theoretical uncertainties associated withca pnderstanding of the underlying event (UE)
physics. The UE is defined as [339] all the remnant activiyrfrthe same proton-proton interaction.
The goal of the studies presented in this letter was not tonige# the muon isolation cut in order to

46Contributed by: S. Abdullin, D. Acosta, P. Bartalini, R. @aaugh, A. Drozdetskiy, A. Korytov, G. Mitselmakher,
Yu. Pakhotin, B. Scurlock, A. Sherstnev
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maximize the signal-over-background significance, buteiato understand how well can we predict the
isolation cut efficiency using the current Monte Carlo gatens, and to determine how to measure the
isolation cut efficiency using the experimental data thdvmese

In these generator-level studies, we looked only at thé&éralsased isolation cut.

The analysis presented in this letter is done in accordaiitbeGMMS guidelines described in [339]
for estimating uncertainties arising due to the UE.

21.2 Event generation parameters for PYTHIA

Higgs bosontt and Z-inclusive data samples were generated with PYTHI®®F[284]. The ZZ data
sample was generated at the matrix-element level with Cdaipf286] and, then, PYTHIA was used
to complete the event simulation (parton shower developniéi, hadronization, and particle decays).
The PYTHIA parameters that drive the UE simulation were tastly chosen to match those selected
for the Data Challenge 2005 (DC05) CMS official productiope(Fabld2R). Detailed discussion of the
associated phenomenology and the corresponding refereaoebe found elsewhere [339].

Table 22: Parameters in PYTHIA for multi-parton interangqMI) and UE for CDF, ATLAS and CMS.

parameter] CDF | ATLAS | CMS (DC04) | CMS (DCO05) comment

PARP(82)| 2 1.8 1.9 2.9 regularization scale of PT spectrum for Ml
PARP(84)| 0.4 0.5 0.4 0.4 parameter of matter distribution inside hadrons
PARP(85)| 0.9 0.33 0.33 0.33 probability in Ml for two gluons with color connections
PARP(86)| 0.95| 0.66 0.66 0.66 probability in Ml for two gluons (as a closed loop)
PARP(89)| 1800 | 1000 1000 14000 reference energy scale

PARP(90)| 0.25| 0.16 0.16 0.16 power of the energy-rescaling term
Pteut-off | 3-34| 2.75 2.90 2.90 final ptoyt-off

The most critical parameter affecting the UE activitpig, ;i_off, the lowest PT allowed for multi-
parton interactions. The smalletioff IS, the larger is the number of tracks associated with the
underlying event. Thetq t.off Value and its evolution with the center of mass energy ofgorqroton
collisions are defined via the following formula:

Pteyt-off = PARP(82) * (14000/PARP(89))PARF(90)

The three parameters, PARP(82,89,90), have meaning omsicombination. The parameters
PARP(89) and PARP(90) are fixed at 14,000 and 0.16, corresmgiy. We decided to varytei-off
by +£30, or £0.5 GeV, which seems to be a sensible estimation of theoreticalrtainges arising from
UE modeling [340]. Note thaptq ioff = 3.34 GeV, as extracted from CDF’'s Tune A of PYTHIA
MI parameters, differs from the default values used by ATLRS5 GeV) and CMS 2.9 GeV) by
~ 0.5 GeV because it was done using a different PYTHIA parameter tuniodel and is listed for
completeness only in Tadlel22.

21.3 Monte Carlo sample production

Processes used in these studies weréPY THIA parameter MSEL = 6); Higgs boson signal{ = 150
GeV, PYTHIA parameters MSEL =0, MSUB(102,123,124) = 1 witlaktbwed to decay t&. /~x* only,
Z/~x allowed to decay te/u/T pair only andr allowed to decay te/. only); ZZ (PYTHIA parameters
MSEL = 0, MSUB(1) = 22 withZ/~x allowed to decay te/u/7 pair only andr allowed to decay to
e/p only); Z-inclusive (PYTHIA parameters MSEL = 0, MSUB(1) = itlvZ allowed to decay to muon
pair only). For Higgs boson signal, we used PHOTOS as a gemarbbremsstrahlung photons.

Generator-level cuts:
e tt: at least four muons witRT > 7 GeV and|n| < 2.4;
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e Higgs boson signal: atleast four muons Wit > 7 GeV and|n| < 2.4;5 < My, (uT ™) < 150 GeV
for 2 intermediate resonances/fy«);

e ZZ-sample: same as for signal;
e Z-inclusive: no user defined cuts.

21.4 Event selection

Event-selection cuts were further imposed on the producedt® Carlo samples. These cuts were
chosen to mimic those optimized for the future data analy®igre are two distinct sets of such cuts.

First, only "good muons” were selected. A muon was consifléoebe "good” if it hadPT > 7
GeV in the barrel region|f| < 1.1) or P > 9 GeV in the endcapsl(1 < |n| < 2.4). This ensures that
the muon reconstruction efficiencies are flat with respe@Taor P, which helps minimize systematic
uncertainties on the muon reconstruction efficiency.

Then, event-selection cuts similar to the full analysisauére applied. They are:

e At least 2 opposite sign muon pairs with invariant massesllon ™.~ pair permutations being
greater than 12 GeV (this cut suppresses heavy-quark nesesia

e PT of all four selected muons must be greater than 10 GeVdbkmrer-background optimization).

e invariant mass of the four muons must be greater than 110 GeMess than 700 GeV (Higgs
boson withM < 114.4 GeV is excluded at LEP, Higgs boson with mass over 700 GeV is glyon
disfavored by theory and, also, would have too low a productross section).

e ISOL = ) PT; (PT with respect to the beam direction) should be less orlegud, 0, 1, 2
GeV for the four muons when the muons are sorted by the ISOanpater. The sum runs
over only charged particle tracks with PT greater then 0.8 @ed inside a cone of radius
R = /(A¢)? + (An)? = 0.3 in the azimuth-pseudorapidity space. A PT threshold of (e® G
roughly corresponds to the PT for which tracks start loojmsige the CMS Tracker. Muon tracks
were not included in the calculation of the ISOL parameter.

21.5 Tracker-based muon isolation cut efficiency

FiguredITTUTT5 arld 1116 show the muon isolation cut effigieneraged over all "good” muons (see
section[2ZL}K) for thet sample and the Higgs boson. Rarbackground, we show two plots: one for
muons originating fronW — ur andW — 7v — pvwvr decays and the other for muons originating
from hadronic decays (typically, the former would tend toidmated and the latter non-isolated). The
average isolation efficiency per "good” muon is calculatedhe ratio of the number of "good” muons
with the isolation parameter ISOL below a particular thedgho the total number of "good” muons.
FigureI1¥ shows the isolation cut efficiency for the leasied muon out of four (Higgs boson sample).
We use a cut at ISOL=2 GeV for such muons. One can see thautradone will have~ 80% efficiency
with +5% uncertainty due to the UE model.

Figure[ITB compares the muon isolation cut efficiency cufeethe main irreducible ZZ back-
ground and for the Higgs boson events. Clearly, these effii@e are very similar.

21.51 Sensitivity to kinematical cuts

Figure[II® demonstrates another very important featurdetracker-based muon isolation cut: its
efficiency is not very sensitive to the kinematical analygits. The figure has two sets of efficiency
curves: one is obtained for "good” muons and another for &jonuons passing further event selection
cuts as described in sectibn1.4. One can hardly see aeyatitfe. Therefore, the conclusions of this
analysis will not depend on the choice of the final event sielecuts.
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21.52 Evaluation of the muon isolation cut efficiency frortadesing random-cone directions

Figure[12ZD shows the isolation cut efficiency as calculadedandom directions uniformly distributed in

1 — ¢ space iy < 2.4). The algorithm of the ISOL parameter calculation is the es@s for “real” MC
muons, except that now the ISOL parameter is calculated fhr@nsum of PT for tracks around random
directions in the acceptance region. The Higgs boson Moat®Gample was used to make these plots.
We see that the graphs obtained for the random cone (soéd)liand for “real” muons (dashed line;
identical to Figure§~116 arld1119) look very similar. In fabiy agree within statistical uncertainties.
This observation motivated us to investigate whether wenoaasure the isolation cut efficiency by using
some distinct reference data sample and applying the raiwwdo technique. The reference data sample
must have a large cross section (to provide good statistiesjelatively clean from backgrounds, and
have a similar underlying structure to ZZ events. Inclugive> uu seems to be just what we need. The
cross section is- 1.6 nb,Z — uu has a very clean signature.

FigureIZ1 shows the isolation cut efficiencies computeddiodom-cone directions in Z-inclusive
Monte Carlo sample. One can see that the isolation cut efti@s for muons in the ZZ sample are very
well mimicked by the efficiencies calculated for random cimethe Z-inclusive sample. The variations
in the UEpt t.off have nearly identical effects on both data samples.

21.53 4y Isolation cut efficiency per event

Efficiencies per event are listed in Tabld 23. We observethieavalues for Signal, ZZ-background, and
Z-inclusive using random-cone technique samples are ieeagent with each other for all three tested
UE scenarios. The range of efficiencies for the ZZ-backgi@pans fromv 0.72 to ~ 0.84. This range

of +6% absolute of the central value can be associated with thetantiges on the 4-muon isolation cut

efficiency arising from theoretical uncertainties on cdestéd UE parameters in PYTHIA.

On the other hand, it appears possible to use the Z-inclgsin®le to gauge the UE activity and
evaluate the 4-muon isolation cut efficiency experimentallhere might be a small systematic shift of
the order of~ 2% in efficiencies between the ZZ and Z-inclusive samples, aigli$ a shift can be
evaluated from data, and the result is then to a large degdepéndent from a particular UE scenario.
For the three different UE simulations we used in these efjdve obtain the following offsets:018 +
0.008, 0.015 £ 0.009, 0.017 + 0.007. Much larger Monte Carlo samples would be needed to pin itdow
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Table 23: Efficiency per event using different events sasphtiggs boson signal witihgy = 150 GeV, ZZ background, Z-
inclusive (4 RND muons)it background. “4 RND muons” means that for a particular predesach event 4 random cone
directions were used to calculate the ISOL parameter anddaitesponding values were treated as ones for “real” muons.

process/case efficiency (default)| efficiency (-3c0) | efficiency (+30)
signal,my = 150 GeV 0.775 4+ 0.004 0.707 £ 0.005 0.812 4+ 0.004
ZZ background 0.780 £+ 0.004 0.721 £ 0.005 0.838 & 0.004
4 RND muons, Z-inclusive events  0.762 + 0.007 0.706 + 0.007 0.821 4+ 0.006
tt background 0.016 £ 0.001 0.013 £ 0.001 0.015+0.001

more accurately. However, conservatively, one may ignieidorrection and assign2¥ systematic
uncertainty on the Z-sample-based estimate of the 4-muatien cut efficiency for ZZ-background
and Higgs boson signal events as it is already much smalt@riparison to the other systematics such
as theoretical uncertainties associated with the choi@®éfs and QCD scale, NLO/NNLO corrections,
etc.

The efficiency for acceptingt-events is of the order of 0.015 0.001. Its sensitivity to the UE
could not be studied due to lack of statistics, but it is ngiested to be too large as it is dominated by
the jet activity. In fact, if the reduciblet- and Zbb-backgrounds could not be suppressed well below
the ZZ-background, one would need to study their sensitidtthe UE physics, as well as to the jet
fragmentation modeling.

21.6 Summary

The isolation cut efficiency per muon due to uncertaintieshsn UE can vary as much as5% (the
efficiency itself and its uncertainty strongly depend on higlut the ISOL cut is). The 4-muon isolation
cut efficiency per event fd€Z — 4, background is measured to be(78 + 6)%.

To decrease these large uncertainties to a negligible Vewelrespect to other systematic uncer-
tainties, one can calibrate the isolation cut efficiencyrfrdata using Z-inclusive eventg (~ 2.) and
the random-cone technique. We show that this indeed signific decreases uncertainties associated
with the poor understanding of the UE physics. There might-bg% systematic shift in the 4-muon
isolation cut efficiencies obtained this way. In principbme can correct for this shift, but it does not
appear to be necessary as this uncertainty is already vely. sm

The results and described techniques in this letter may lieerest for all analyses relying on
lepton isolation cuts.
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Part Il
HIGGS PHYSICS

22. gg — H AT THE LHC: UNCERTAINTY DUE TOA JET VETO 4’
22.1 Overview
The experimental cross section,.,s of the Higgs signal and other final states is given by

Omeas = Ns/(esel X Lpp) (66)

with N being the number of signal events,; the efficiency after all signal selection cuts are appliedl an
L,,, the integrated proton-proton luminosity. In order to geeatimation of the cross section uncertainty,
the statistical and systematic uncertainties have to bermé@ied. The systematic uncertainties come
from the experimental selection, background and lumigasicertainties.

In the Higgs mass range between 155 and 180 GeVWWAN— (v /v is considered to be the main
Higgs discovery channel [296, 312]. The signal consistsnof isolated leptons with a small opening
angle and large missingr. In order to reduce the top background, a jet veto has to bkedppThe
signal over background ratio is found to be around 2:1 at g$ligass of 165 GeV. For lower and higher
Higgs masses, this signal over background ratio decreightys[312].

As the signal over background ratio is small in this chanthel systematic uncertainties should be
known very well. This study concentrates on the uncertamfithe signal efficiency due to the jet veto.
The systematics were obtained using different Monte Camalations.

Three different Monte Carlo generators are compared: PWT6IB19, HERWIG 6.507 and
MC@NLO 2.31 [33,183,308, 309]. All three are so-called parshower Monte Carlos.

PYTHIA is a general purpose Leading Order (LO) Monte Carlasdrl on LO matrix elements
and Lund hadronization. HERWIG is also a Leading Order Mdéelo based on the Cluster model
for hadronization. MC@NLO matches Next-to-Leading OrdeL@) calculations to a parton shower
Monte Carlo. Its total cross section is calculated with NL&@waacy. In MC@NLO, HERWIG is used
for the showering.

The three Monte Carlos treat the high transverse momentuih region in different ways:
PYTHIA includes matrix element corrections in the,, — oo limit, whereas HERWIG has no hard
matrix element corrections included in gg H so far. MC@NLO includes the NLO matrix elements in
an exact way.

For PYTHIA, two different samples have been generated fonpgarison: One with the default
Q? ordered showering model and one with the newordered showering model. In the beginning, we
make the comparisons with the defa@ft ordered showering and then also include the pgvordered
showering model.

In the following, the pdf set chosen for HERWIG and PYTHIA i$EQ5L, while for MC@NLO
CTEQS5M is taken. Jets are reconstructed using an iteratwe algorithm with cone size 0.5. The
leading particle (seed) of the jet has to haverehigher than 1 GeV. Then | of the jet should be smaller
than 4.5 (here the CMS detector acceptance is chosen [3ipvent is rejected if it contains a jet with
apr higher than 30 GeV. The Higgs mass for this study is choser tb@s GeV, which is the region
where the best signal over background ratio can be found. tdmenass is set to 175 GeV. First, all
events are studied without considering the underlying eveinally, PYTHIA is also studied including
different underlying event schemes.

A similar study was done in the content of the HERA/LHC worshwith the CASCADE pro-
4"Contributed by: G. Davatz, A. Nikitenko
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gram included in the comparison [34%]

At LO, the pr of the Higgs is zero. However, parton shower Monte Carlog safi gluons which
balance the Higgs boson and introduce a transverse momemiu@ parton shower Monte Carlos. As
the Higgs is balanced by jets, the transverse momentumysseasitive to the jet veto and therefore also
the efficiency of a jet veto depends stronglyenHiggs.
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Fig. 122:pr Higgs spectra for PYTHIA, HERWIG and MC@NLO in linear and &ghmic scale.

22.2 Comparing PYTHIA with Q2 ordered showering, HERWIG and MC@NLO

In this section, PYTHIA with the defaulf)? ordered showering, HERWIG and MC@NLO is compared.
In Fig.[122, the normalizedr Higgs spectra are shown for the three Monte Carlos. In tleatiscale,
one can see that at loywr, HERWIG and MC@NLO are very similar. This can be expectedhas t
soft and collinear emissions of MC@NLO are treated by HERWIGthe low pt region, PYTHIA
predicts a softer leading jet spectrum than HERWIG and fherealso a softepr Higgs spectrum in
this region. At highpt however, PYTHIA is harder than HERWIG. Figure123(left) wisahe leading
jet spectrum in the logarithmic scale. HERWIG implementgudar ordering exactly and thus correctly
sums theLL (Leading Log) and part of th&/* LL (Next-to..Leading Log) contributions. However,
the current version of HERWIG, available on the web, doestrezt hard radiations in a consistent
way. Hence the spectrum drops quickly at high Higgs (Fig.[IZPR(right)) and higp of the leading
jet (Fig.[IZ3(left)). In contrast, PYTHIA does not treat atay ordering in an exact way, but includes
hard matrix element corrections. Therefore, PYTHIA looksrensimilar to MC@NLO at highpr.
MC@NLO on the other hand correctly treats the hard radiatiprto NLO, combining the highpr
spectrum with the soft radiation of HERWIG.

In Fig.[DI2Z3(right), the efficiency of the jet veto is shown fhe three different Monte Carlos as a
function ofpt Higgs. One observes a strong dependency optheliggs on the jet veto. Once a jet veto
is defined, the efficiency starts to drop quickly as soon apthef the Higgs is close to thpr used to
define a jet veto. However, as the Higgs can be balanced by more than one jet, the efficiency is not
zero above this value.

“8CASCADE is a full hadron level Monte Carlo generator for e @p scattering at small x built according to the CCFM
evolution equation [343].
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22.3 HERWIG + matrix element corrections and PYTHIA with new pt ordered shower model

G. Corcella provided a preliminary version of HERWIG indlugl hard matrix element corrections for gg
—H [344]. The hard matrix element corrections lead to hardeyr (Fig (12U (left)) and therefore the jet
veto is more effective. At hight, PYTHIA and HERWIG become now very similar (FIg—124(middle

Also the newpr ordered showering model in PYTHIA is tested. Fighirel124@ighows thepr
Higgs spectrum for the defauld? ordered and the newr ordered showering models. The jets from the
new showering model are shifted to higharin the lowpr region and therefore also tipg: of the Higgs
boson is more similar to HERWIG and MC@NLO in this region. Ig.l 23, the efficiency after a jet
veto is applied (left) and the, Higgs distribution (right) for HERWIG with matrix elemenbirections,
PYTHIA with new pr ordered shower model and MC@NLO is shown.
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Fig. 124: Thepr Higgs spectrum for HERWIG with and without hard matrix elerneorrections (left) and HERWIG with
matrix element corrections in comparison with PYTHIA and @GILO (middle). On the right, ther Higgs spectrum for the
defaultQ? ordered and the nepyr ordered showering models is shown.

Table[2% shows the number for the efficiency of a jet veto of 8% @r MC@NLO, PYTHIA and
HERWIG with and without matrix element corrections. In thstfrow, the number of the efficiency for a
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Fig. 125: Efficiency after a jet veto is applied amg Higgs distribution for HERWIG with matrix element corremtis, PYTHIA
with newpr ordered shower model and MC@NLO.

pr Higgs between 0 and 80 GeV is shown. The second row showsdhisiive efficiency over all events.
One has to keep in mind that after all selection cuts are eghpdinly the lowp Higgs region is important
[312]. One can see that in the region important for the Higgsah in the WW channel (first row), the
difference between the new ordered PYTHIA version, HERWIG with matrix element corients and
MC@NLO is only around 1%. The overall uncertainty betweéih&se different simulations is around
10%.

Table 24: Efficiency of the jet veto for MC@NLO, PYTHIA witf)?- andpr- ordered shower models, HERWIG with and
without matrix element corrections.

Efficiency for events with a | Inclusive efficiency
pr Higgs between 0 and 80 Ge  (all events)
MC@NLO 2.31 0.69 0.58
PYTHIA 6.319,Q? ordered 0.73 0.62
PYTHIA 6.319,pr ordered 0.68 0.53
HERWIG 6.507 0.70 0.63
HERWIG 6.507 + ME Corrections 0.68 0.54

In Ref. [342], the effect of including a realistic detectesolution, NNLO calculations (described
in Ref. [312]) and different tunings for the underlying et/@rere studied in addition. As a result, the
effect on the jet veto efficiency, when smearing Eaeof a jet with the jet resolution of e.g. CMS [341],
is less than 1%. The uncertainty of the jet veto efficiencysdua change significantly including higher
order corrections with the re-weighting method describeRef. [312]. The biggest part of the events
is at lowpr, while the effect of higher order corrections occurs moatlyery highpy. PYTHIA with
Q? showering model was studied with different underlying étaning schemes, which are the ATLAS
Tune [345], CDF Tune A [180] and PYTHIA default (MSTP(81)®MSTP(82)=3 [183]). The different
tunings lead to about the same efficiency, and also the €liféer in the efficiency with and without
underlying event is less than 1%.
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22.4 MC@NLO: Effect of varying the factorization and renormalization scale

To get an estimate of the uncertainty due to different fazation and renormalization scales, three
MC@NLO samples were produced with scalgg. ... betweenMy /2 and2My. In Fig.[IZ6(left), the
pr Higgs spectrum and in Fif._IR6(right) the efficiency afteetaveto of 30 GeV is applied are shown
for these three samples. The only difference is at very piglwhereas the bulk of the events is at low
pr. Therefore, as can be seen also in Téble 25, the effect efeliff scales on the jet veto efficiency is
negligible.
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Fig. 126: Number of events and efficiency after a jet veto 30 Geapplied for MC@NLO with different scale choices.
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Table 25: Efficiency of the jet veto for MC@NLO with differestale choices.

Efficiency for events with a | Inclusive efficiency
pr Higgs between 0 and 80 Ge  (all events)
Hfac,rec = MH/2 0.685 0.585
Hfac,rec = My 0.692 0.583
Hfac,rec = 2Mp 0.687 0.582

22.5 Conclusions

We have studied the uncertainty of the jet veto efficiency tduthe use of different Monte Carlo gen-
erators in the gg-H channel. The uncertainty between PYTHIA, HERWIG and MC@Nithout
underlying event lies within 10%. Including higher order QCorrections does not increase this uncer-
tainty significantly. Also the effect of including a realisfet E resolution (for this study we took the
CMS jet Er resolution) is very small. We also studied the effect of thderlying event with different
tuning models in PYTHIA (PYTHIA default, ATLAS Tune and CDHRiiie A). The tuning models con-
sidered lead to about the same efficiency and the effect bfdimg underlying events or not is smaller
than 1%. Taking into account the new ordered showering model of PYTHIA and a preliminary ver-
sion of HERWIG with matrix element corrections reduces theautainty in the region which is relevant
for the Higgs to WW signal search to 1%.
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23. COMPARISON BETWEEN MCFM AND PYTHIAFOR THE gb — bh and gg — bbh PRO-
CESSES AT THE LHC #°

23.1 Introduction

An accurate generation of thi — bh andgg — bbh processes is crucial both for the measurement
of the MSSMgg — bbh, h —27 cross section and for constraining tdhfrom event-counting at
the LHC [346]. The production of a MSSM Higgs boson in assommawith b quarks is the dominant
production process at high taf)(and forM;, > 150-200 GeV#?. The CMS experimental selections
include single b-tagging, a veto on the other jets in the eyexcluding = jets), a cut on the angle
between the twa leptons in the transverse plane and a cut on the reconstrutass of ther-lepton
pair using the missing transverse energy. Thus, the cogewration of the pseudorapidity apg of

the b quarks and the Higgs boson is very important.

In PYTHIA [284], both thegb — bh (2—2) andgg — bbh (2—3) processes are available, each
of which produces &bh final state. In thesb — bh process the second b quatk) comes from the
gluon splitting g — bb) in the initial state parton shower and is always presertiérRY THIA event.

In this paper we compare the kinematics of the PYTHIA2and 2-3 processes with the next-
to-leading order (NLO) calculations implemented in the MMCprogram [347]. The NLO calculations
in MCFM start from the leading order (LQ)b — bh process, with the LQg — bbh contribution
included as part of the NLO calculation. The LO MCFM calcidas were also compared with the
PYTHIA 2—2 process when both the initial and final state radiation waikcked off.

23.2 Simulation setup

The kinematic distributions were compared for two valueshaf Higgs boson massn;, =200 and
500 GeVE’. PYTHIA 6.227 was used to generate the processes— bbh (MSUB(121)=1,
KFPR(121,2)=5) andtb — bh (MSUB(32)=1 with gluon and b quark as incoming partons). The
CTEQG6L1 PDF was used with the renormalization and the femgtion scales equal and set/ig =

up = (my + 2my,)/4. The primordial partorky was switched off in PYTHIA (MSTP(91)=0). To re-
duce the CPU time, the fragmentation, decays and multipézantions were switched off in PYTHIA
(MSTP(111)=0, MSTP(81)=0). For théy — bh process, a lower cut of 20 GeM~as set on the of

the outgoing partons in the rest frame of the hard interadf@kIN(3)=20 in PYTHIA). The jets were
reconstructed from the partons using the simple cone dtgonivith a cone size of 0.7.

23.3 Comparison of PYTHIA and MCFM at leading order

The distributions for theb — bh process in PYTHIA and LO MCFM were compared. The initial
and the final state radiation in PYTHIA was switched off, satth direct comparison of the LO matrix
element implementation in PYTHIA and MCFM could be perfodn&he distributions of the b quark
pr and the Higgs boson mass are shown in Figlires 127 and 12&tiesfe for m;,=500 GeV/,?. The
dashed line shows the PYTHIA distributions, whereas théeddine shows the MCFM distributions.
There is a clear difference between the PYTHIA and MCFM csirvEhe dominant reason is that, in
PYTHIA the matrix elements make use of the kinematic retatie- t + u = m?. In contrast, MCFM
usess + t + u = Q2, whereQ? is the virtuality of the Higgs boson. This is the approprifiem to
use when the Higgs boson is allowed off-shell using the Biégner approximation; it gives rise to a
large discrepancy when the Higgs boson is very far off-gf@llinstance Q2 > mﬁ). Corrections to the
PYTHIA matrix elements were made by substitutid for m? where appropriafd and the solid lines
in Figured T2l and128 reflect the PYTHIA results after thange. With the corrected matrix elements
the discrepancy between PYTHIA and MCFM is significantlyueetd. The remaining difference in the
Higgs boson mass distribution is due to the different trestnof the Higgs boson propagator. MCFM

“°Contributed by: J.M. Campbell, A. Kalinowski, A. Nikitenko
%0Thanks to T. Sjstrand for providing the fixed matrix element.
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uses the fixed width approach, whereas PYTHIA uses a widtkiwisidependent of?. In particular,

the drop near 160 GeW corresponds to the closure of the WW decay channel for thgHigson. This
calculation is most useful in the resonance region. Awamnftioe resonance peak, once the decay of the
Higgs boson is included contributions from other interigrdiagrams (such as ones in which the Higgs
is replaced by a Z boson) can change the shape of the predictio

23.4 Comparison of next-to-leading order MCFM and PYTHIA

The comparison between the MCFM NLO predictions and PYTHBSswnade when the initial and the
final state radiation in PYTHIA was switched on. In all figusg®wn below the solid line represents the
distribution for the PYTHIAgb — bh process generated with the corrected matrix elemenpand20
GeVle, the dashed line shows the distribution for the PYTHJA — bbh process and the dotted line
corresponds to the MCFIgb — bh process at NLO.

The pr distribution of the highespr b jet with || < 2.4 is shown in Figur¢_I29 fom;=200
GeV/c? and Figurd_I30 fom;, =500 GeV/?. Each of the histograms is normalized to unity in the region
pT > 20 GeVE. One sees that both PYTHIA processes show good agreemé&ntAZIEM.

The efficiency of the central jet veto (after single b tagyitgpends, in particular, on theg andn
distributions of the second (less energetic) b jet. phelistribution of the second b jet withim| < 2.4
is shown in Figur&I31 fom,=200 GeV£? and Figurd 132 fom;, =500 GeV/?, after requiring that the
first (most energetic) b jet be in the tagging range®* >20 GeV and|;° | <2.4. Once again, the
histograms are normalized to unity in the regjen >20 GeVt. One can see that the second b jet in the
PYTHIA gb — bh process is much softer than in NLO MCFM, while this calcaatagrees well with
the PYTHIA gg — bbh process. This is to be expected since the second b qujik thegb — bh
process is produced by the parton shower in the initial statdigh pr one expects the-23 process,
which is included as a NLO effect in MCFM, to provide a bettescription and one sees that this is
indeed the case.

FiguredI3B[ 134185 afd 136 show the pseudorapidity llisimns for the first and the second
b jets for Higgs boson masses of 200 and 500 G&VThe content of the histograms is normalized to
unity in then interval between -2 and +2. The PYTHIA distributions for teading b jet for the Higgs
boson mass of 200 Ge¥/ agree well with the MCFM result (FiguEe_I33), whereasifgi=500 GeV/?
the MCFM 1, distribution is less central than in PYTHIA (Figure_134).€f$econd b jet in thgb — bh
process is distributed in the forward/backward directiaoreénin PYTHIA than in MCFM (FigureE_I35
andI3B). This is again due to the aforementioned reasothiaecond b quark is produced in PYTHIA
from the parton shower. Thedistribution of the second b jet in the PYTHK — bbh process is close
to MCFM, but there is still some difference which is more gronced form;=200 GeVF? than for
m, =500 GeVF?,

The experimental selections include cuts on the visiblepton energy, on the angle between the
two 7 leptons in the transverse plane and on the mass reconstifucte the missing transverse energy.
Therefore the selection efficiency depends, in partic@arthepr spectrum of the Higgs boson. Fig-
ured 13V andI38 show the Higgs boganspectrum after cuts which imitate the experimental salasti
of single b tagging and a jet veto. These cuts require that:

o the first b jet must lie in the tagging range, '™ > 20 GeV and ;" | <2.4;
e no other jets should be observed in the central regifie" 1" < 20 GeVE or [rother iet| >2 .4,

Since MCFM includes the b quark as a massless particle,qli@u are only available when applying a
cut on the b quark. By momentum balance, this means that the Higgs boson geseswmomentum is
constrained at LO to be greater than the jet cut of 20 GeMobwever, when moving to NLO, the region
below this begins to be populated. This feature means teatitl© calculation does not provide reliable
predictions in the close vicinity of the jet cut. Therefore perform the comparison only fer >30
GeV/c and normalize the histograms in FiguEes]137 [and 138 to umitigép interval between 30 and
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200 GeVEt. One can see that the Higgs bosen spectrum calculated to NLO in MCFM is slightly
softer than either PYTHIA prediction. The effect on the sgte efficiency requires further study but is
expected to be small.

23.5 Conclusions

A comparison of the shapes of the kinematic distributions gqfiarks and the Higgs boson was performed
for the PYTHIAgb — bh andgg — bbh processes and thg — bh process implemented at LO and
NLO in MCFM. The study was performed for two masses of the Kiggson, 200 and 500 GeV/
which lie at either end of the interesting analysis region.

It was observed that ther spectrum of the leading b jet in the PYTHR — bbh process is in
good agreement with the one obtained from the NLO MC&#— bh process. The PYTHIAb — bh
process leads to the second b jet being produced with a geftepectrum, due to the parton shower.
Neither of the two PYTHIA processes agrees exactly withitepectrum of the b jets in the NLO MCFM
gb — bh process, but the PYTHIAg — bbh process shows better agreement. Phespectrum of the
Higgs boson in the PYTHIA processes is slightly harder tmaNLO MCFM.

Thepr shapes for the b jet and the Higgs boson were comparqml}fﬁ? > 20 GeVk andp¥ >
30 GeVet. Since the experimental jet energy resolution for 20 GeV ieiCMS is of the order of 40%,
it would be very desirable to make a comparison with NLO dalkions using a much lower cut-off,
for instance~ 5 GeVk. However, such an exercise would require further theaktigput, namely a
calculation which extends the MCFM treatment to includee# due to the mass of the final state b
quark.
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24. HIGGS PRODUCTION IN ASSOCIATION WITH BOTTOM QUARKS 51
24.1 Introduction

At large values oftan 3, some or all of the MSSM Higgs bosons have enhanced couplingsttom
quarks. The neutral MSSM Higgs bosons may therefore be uslyigroduced in association with
bottom quarks. There are two different formalisms that Haaen employed to calculate the cross sec-
tions for such processes. The four-flavor scheme begins gyith- bbh as the leading-order (LO)
process. The cross sections with zero, one, or two high-jets are known at next-to-leading order
(NLO) in QCD [348-351]. In contrast, the five-flavor schemesua bottom-quark distribution function
in the initial state. The inclusive cross section beginshwit — h at LO, and has been calculated at
NLO [352-354] and NNLO [355]. The cross section with one Righb jet begins withgb — hb at

LO and is known at NLO [347]. The cross section with two hjgh# jets can only be calculated in the
four-flavor scheme.

The five-flavor scheme has two advantages with respect tmthdlavor scheme. Collinear log-
arithms, proportional to powers of; In(ur/mp) (1r is the factorization scale), that appear in the four-
flavor scheme are resummed to all orders in the five-flavorrsehelhus one expects a more conver-
gent perturbation series in the five-flavor scheme. The skadwantage is that the LO process in the
five-flavor scheme is simpler, and makes higher-order ctorestractable. For example, the inclusive
cross section for Higgs production in association witquarks is known at NNLO in the five-flavor
scheme [355], but only at NLO in the four-flavor scheme [343]3

Comparisons between calculations of Higgs production éntto schemes have been carried out
in Refs. [350,351,356]. Generally speaking, the two calitoihs agree within their respective uncertain-
ties. However, there are various ways in which the compasigan and should be improved.

Let us focus on the inclusive cross section for Higgs pradadh association with bottom quarks.
A comparison of the four- and five-flavor calculations, takesm the 2003 Les Houches proceedings
[356], is shown in Fig—T39. The five-flavor calculation hasraBer uncertainty since it is NNLO, while

5Contributed by: J. Campbell, S. Catani, J. Collins, S. Déien, S. Frixione, R. Harlander, W. Kilgore, M. Kramer, Lalgt
nea, F. Maltoni, S. Moretti, P. Nason, F. Olness, S. SchumarBmith, M. Spira, S. Willenbrock
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Fig. 139: Inclusive cross sections fop(pp) — bbh + X at the Tevatron and the LHC as a function of the Higgs nidss
The error bands correspond to varying the scale from= pr = (2my + My)/8t0 ur = pr = (2my + My)/2. The
NNLO curves are from Ref. [355].

the four-flavor calculation is NLO. Although they are comsig with each other, the five-flavor cross
section lies near the top of the uncertainty band of the flawer cross section. This may be due in part
to the fact that the five-flavor calculation is one order highad that it also resums collinear logarithms.
However, there are also ways in which the comparison coulddme more fairly.

In this review, we discuss some of the ways that the compabstween the four- and five-flavor
scheme calculations could be improved. After a review offtrenalism, we discuss the effect of a
finite b mass; top-loop diagrams; four- and five-flavor parton distion functions; and NNLO parton
distribution functions. We also estimate the effect of taeummation of collinear logarithms. We
conclude with a summary of our results.

24.2 Formalism

If the characteristic energy scalds small compared to thequark massy,, then theh quark decouples
from the dynamics andoes noappear as a partonic constituent of the hadron; thatisy < m;) =0
and we are working in a four-flavor scheme. In such a schemeeHibgs is produced in thé(a?)
processgg — bbh. Calculations in the four-flavor scheme have the advantagetiey do not need to
introduce thé distribution function.

If instead we consider energy scales much larger thah-theark massy{ > m;), then we work
in a five-flavor scheme where ttequarkdoesappear as a partonic constituent of the hadbon, 1 >
mp) > 0. In this regime, thé-quark mass enters as powersoQfln(x? /m?) which are resummed via
the DGLAP equations. This scheme has the advantage thabiv@s lower-order Feynman graphs, and
the as In(u? /m3) terms are resummed.

Ideally, there is an intermediate region where the 4-flavat Bflavor schemes are both a good
representation of the physics; in this region we can malkaition from the low-energy 4-flavor scheme
to the high-energy 5-flavor scheme thereby obtaining a gy of the physics that is valid throughout
the entire energy range from low to high scaiés.

When we evolve thé distribution function in the context of the DGLAP evolutieguationdb ~
Py @ fi, we have the option to use splitting kernels which are eithass-dependenty ;(m;, # 0)]
or mass-independentyf;(m; = 0)]. While one might assume that usitg ;(m; # 0) yields more

%2We label the four-flavor and five-flavor schemes as “fixed-flauamber” (FFN) schemes since the number of partons
flavors is fixed. The hybrid scheme which combines these FBSvariable-flavor-number” (VFN) scheme since it transiso
from a four-flavor scheme at low energy to a five-flavor schetiégh energy [357, 358].
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Fig. 140: The cross section for the procéés— h + X (LHC, m; = 100 GeV) at NNLO (solid line),
split into the individual sub-processes (dashed and dptf€de markers denote the contribution from the
sub-processes, with mass divergences subtracted migjraall bottom quark mass terms kept in the matrix
element calculation.

accurate results, this is not the case. The choidg,gfm;, # 0) or P,/;(m; = 0) is simply a choice of
scheme, and both schemes yield identical results up todmgér corrections [359]. For simplicity, it is
common to use the mass-independent scheme sindg tfien, = 0) coincide with theMS kernels.

When the factorization proof of the ACOT scheme was exteridedclude massive quarks, it
was realized that fermion lines with an initial or internaut” could be taken as massless [360]. This
simplification, referred to as the simplified-ACOT (S-ACO3gheme, isnot an approximation; it is
again only a choice of scheme, and both the results of the AGWTS-ACOT schemes are identical up
to high-order corrections [361]. The S-ACOT scheme can teaignificant technical simplifications by
allowing us to ignore the heavy quark masses in many of theithdhl Feynman diagrams. Furthermore,
the mass of the heavy quark in the initial state must be sedrtwin order to avoid infrared divergences
that appear starting at NNLO [362—366].

24.3 Finiteb mass

The NNLO calculation oftb — h was carried out withn, = 0 throughout [355]. This is not an
approximation at LO or NLO, since all diagrams have at leasthauark in the initial state. However, at
NNLO the procesgg — bbh arises, and here the bottom-quark mass may be kept finitendrerical
impact of neglecting thé-quark mass can be determined by extracting this contabutiom the fully
massless result of Ref. [355] and comparing it to the termsigel by “LOH /In+1/1n?" in Ref. [354],
where a finiteb-quark mass was used. In both cases, the mass divergencesbai@cted in thé/IS
scheme, and the difference between them is expected to def(o1,/m ;).

The results for the LHC are shown in Fig._140, where the dabhedlenotes the massless result,
and the markers represent individual values read off of ¢hevant curve in Fig. 7 of Ref. [354]. As
expected, the markers hardly deviate from the curve, thowisly that the bottom quark mass effects are
indeed negligible.

Another observation is that thgy channel in the\IS scheme almost vanishes at a factorization
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Fig. 141: Same as Fig_IKO, but for the Tevatron (1.96 TeV).

scale ofur = my,/4; in fact, this is true forall sub-processes (dash-dotted lines), except fomthe
channel. This supportsr ~ my/4 as the factorization scale for this process, as argued in[B#4]
based on the collinear behavior of the NLO correction. Thiel $oe is the sum of all sub-processes and
thus represents the NNLO result (note, however, that we af¢dO parton density set to make these
curves).

The analogous plot for the Tevatron is shown in Eig]141. {fatalely, one observes the same
behavior as for the LHC, only the factorization scale at \wtoaly thebb curve contributes to the rate is
a little lower (up ~ my/5).

24.4 Top loop

In both the four- and five-flavor schemes, one encountershigider diagrams where the Higgs boson
couples to a top-quark loop, not to the bottom quark. Suchagrdim is shown in Fid—T3#2. In both
schemes it contributes via its interference with the tregimgg — bbh, which is proportional ton,,
due to the chiral structure of the diagrams. In the comparidahe inclusive cross sections, shown in

J 6666666663

b

b

j> h
O 111901997048 1

Fig. 142: Higgs producton via a top-quark loop. This diagiatarferes with the tree diagram for — bbh.
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Fig. 139, this class of diagrams was included in the foursflaacheme calculation but not in the five-
flavor scheme. This contribution is negative, and accoumtalbout 4% of the difference in the two
schemes at the Tevatron, and about 9% at the LHGnfpe= 120 GeV [356].

Upon further reflection, it seems more appropriate to reffadtlass of diagrams involving a top
loop as being associated with the procgegs— h, which also contributes to inclusive Higgs production.
The cross sections shown in FHig. 139 do not include this gcErom this point of view, the top-loop
contribution discussed above is not really a radiativeemion togg — bbh (four-flavor scheme) or
bb — h (five-flavor scheme), but rather an interference betweesetipgocesses angy — h. It is
common to find that two different LO processes interfere glhéi order.

The most systematic way to organize the calculation is inggewf the Yukawa couplingg, and
y¢. The inclusive cross section contains terms proportiomn@ﬁtand y?, as well as interference terms
proportional tomyyy:.

Regardless of one’s point of view, a fair comparison of therf@nd five-flavor schemes should
treat the class of diagrams containing a top-quark loopticity. These diagrams are treated consis-
tently in Refs. [350, 351].

24.5 Four- and five-flavor parton distribution functions

A four-flavor calculation should use a four-flavor set of partlistribution functions, that is, one in which
there is na distribution function. Unfortunately, no such set is aable in the standard parton distribu-
tion sets. Here we estimate the numerical impact that affauor set would make on the calculation of
gg — bbh.

To illustrate how the active number of “heavy” flavors affettte “light” partons, in Fid_143(a) we
show the momentum fraction of the gluon vs. the factorizasicalen. We have started with a single PDF
set aty = 1.3 GeV, and evolved from this scale invoking the “heavy” flavaesholds as appropriate for
the specified number of flavors. While all three PDF sets st#intthe same initial momentum fraction,
once we go above the charm threshald,. (= 1.3 GeV) the Nr = {4,5} momentum fractions are
depleted by theg — c¢ process. In a similar fashion, the momentum fraction¥or = 5 is depleted
compared tadVy = 4 by theg — bb channel above the bottom threshotd,(= 5 GeV).

To gauge the effect of the different number of flavors on tles€isection, we compute the gluon-
gluon luminosity which is defined at,,/dr = g ® g. We choose a scale of ~ m;/4 = 30 GeV
which is characteristic of a Higgs of mass 120 GeV. In termhefluminosity, the cross section is given
asdo /dr ~ [dLyq/dT][6(5 = Ts)| with T = §/s = zq22.
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Fig. 143: (a) Integrated momentum fractiqfal,mfg (z, p) dz vs. p of the gluon forNy = {3, 4,5} = {Red, Green, Blug
(b) The ratio of the gluon-gluon luminosityl{y,/d7) vs. T for Np = {3,4,5} = {Red, Green, Blugas compared with
Np =4 atp = 30 GeV.
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To highlight the effect of the differenVr PDF’s, we plot the ratio of the luminosity as compared
to the N = 4 case in Fig[CI43(b). We see that the effects of Eigl 143(akHeetively squared, as
expected, when examining the curves of Eig]143(b).

The blue (bottom-most) curve in Fig_143(b) shows that bpaisi five-flavor set in the four-flavor
calculation ofgg — bbh, one is underestimating the cross section by about 7%. iHigds not a very
large effect, it does go in the correct direction to imprdve agreement between the four- and five-flavor
calculations of inclusive Higgs production.

24.6 NNLO parton distribution functions

The production of heavy quarks in deep-inelastic scatigilS) and the incorporation of heavy quarks
into parton densities are related and interesting topibe. fixed-flavor NLO QCD corrections to charm
quark electro-production were calculated in Ref. [367]ne three-flavor scheme. At high energies, the
three-flavor scheme should be replaced by a four-flavor sehamd eventually a five-flavor scheme.
In the intermediate region, a variable flavor number schemoelld provide a smooth switch from the
three-flavor scheme to the four-flavor scheme. [368]

The treatment of the heavy quark as a parton density reqgtnesslentification of the large loga-
rithmic termslog(Q?/m?), which was done in Ref. [369] through next-to-next-leadamger (NNLO).
Then based on a two-loop analysis of the heavy quark steifimictions from an operator point of view,
it was shown in Refs. [370], [371] and [372] how to incorper#tiese large logarithms into charm (and
bottom) densities. Two different NNLO variable flavor numisehemes were defined in Refs. [373]
and [374], where it was shown how they could be matched torieeiflavor scheme at sma)?, the
four-flavor scheme at larg@?, and the five-flavor scheme at even larger.

This NNLO analysis yielded two important results. One wasdbmplete set of NNLO matching
conditions for massless parton evolution betw@éand N + 1 flavor schemes. Unlike the NLO case,
the NNLO matching conditions are discontinuous at theseffldtwesholds. Such matching conditions
are necessary for any NNLO calculation at the LHC, and haready been implemented in parton
evolution packages hy [375], [376] but unfortunately natipethe programs which make global fits to
experimental data. Note that the NNLO matching conditionghe running couplingvs(Nx, Q?) as
Q? increases across heavy-flavor flavor thresholds have béematad in [377, 378] and [379, 380].
Furthermore, the NNLO two-loop calculations above exgllicchowed that the heavy quark structure
functions in variable flavor approaches are not infrare@.s# precise definition of the heavy-flavor
content of the deep inelastic structure function requimes to either define a heavy quark-jet structure
function, or introduce a fragmentation function to absdre tincanceled infrared divergence. Similar
issues arise for inclusivg production in association with heavy quarks [381]. In eitbase, a set of
contributions to the inclusive light parton structure ftiogs must be included at NNLO.

A dedicated analysis [382] for charm electro-productionveéd that even at relatively largg?
one could not distinguish between the fixed order NLO catmrieof [367] and the NNLO VFNS calcu-
lation of [371], given the large error bars on the experirakdata then available in the year 2000. This
demonstrates that termslin(Q?/m?) in fixed flavor number schemes are proportional to the corvolu
tion of small terms and therefore do not necessarily makege leontribution to the deep-inelastic cross
section. To quantify this statement one requires more geedata from the HERA collider on charm
and bottom quark electro-production analyzed in both fiftadsr and variable flavor schemes. Since
there is an increasing use of variable flavor schemes witlslesscharm and bottom parton densities in
hadronic collisions it is important to clarify this topic.

24.7 Resummation

The fundamental difference between #ie— bbh process and theh — h process amounts to whether
the radiative splittings (e.gg, — bb) are computed by the DGLAP equation as a part of the parton evo
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Fig. 144: Comparison of the evolved PDB&;, ;1) (labeled PDF), and perturbative PDB&g, 1) ~ P,y ® g (labeled SUB),
as a function of the renormalization scaléor bottom at a)x = 0.1 and b)z = 0.01.

lution, or whether they are external to the hadron and coetpexplicitly. In essence, both calculations
are represented by the same perturbation theory with tvierdiit expansion points; while the full per-
turbation series will yield identical answers for both exgian points, there will be differences in the
truncated series.

To understand the source of this difference, we examine dh&ibutions which are resummed
into the b-quark distribution function by the DGLAP evolution equetj df ~ P ® f. Solving this
equation perturbatively in the region of thejuark threshold, we obtain~ Pyg @ g. This term simply
represents the first-ordgr— bb splitting that is fully contained in thé®(a?) gg — bbh calculation.

In addition to this initial splitting, the DGLAP equationg@ms an infinite series of such splittings
into the perturbatively-evolved PDF, Bothb andb are shown in Fig_I44 for two choices of[383].
Near threshold, we expestto be dominated by the single splitting contribution, and th verified in
the figure. In this region andb are comparable, and we expect the four-flaygr— bbh calculation
should be reliable in this region.

As we move to larger scales, we deandb begin to diverge at a few times,, sinceb includes
higher-order splitting such asP?, P?, P*, ...} which are not contained i We expect the five-flavor
bb — h calculation should be most reliable in this region sincesums the iterative splittings.

Fig.[T43 shows that the resummation is a bigger effect attarglues ofu, as expected. This may
explain why the five-flavor curves in Fig_139 deviate morerfithe four-flavor curves at larger values of
the Higgs mass. Fif._Il4 also shows that the resummationiggarteffect at larger values af, which
may explain why the Tevatron curves deviate more from edobrahan the LHC curves.

This analysis also explains a puzzling difference betwaertwo formalisms. Théb — h calcu-
lation appears to be affected by Sudakov logarithms dueftaad collinear gluon emission, yielding
for example terms of the form? log? N at NNLO, with N the Mellin variable conjugate tm,%/ﬁ. The
presence of these logarithms would suggest the need tapeafeesummation. In thgy — bbh calcula-
tion, however, Sudakov logarithms are subleading becaade fenal-state quark provides a suppression
factor, roughlyl—m%/,é ass — m%l corresponding to &/N suppression of the Mellin transform. How-
ever, this is not a real difference, just a rearrangemenpéhiirbative series: in thé — h calculation,
the 1/N suppression factors are provided by thguark distribution, which is evaluated perturbatively,
and acquires &/N factor through the Mellin transform of the splitting kerrg),,,.
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24.8 Conclusions

In this review we have discussed a few improvements thatdoeiimade in the calculation of Higgs pro-
duction in association with bottom quarks in the four- andfilavor schemes. A consistent treatment of
top-quark loop diagrams would improve the agreement betwiee inclusive cross sections, shown in
Fig.[I39, by 4% at the Tevatron and 9% at the LHC+#ar = 120 GeV. We estimate that using a four-
flavor set of parton distribution functions in the four-flawalculation would improve the agreement by
about another 7%. We showed that using a fihitmass in the NNLO five-flavor calculation has no
numerical impact. The NNLO parton distributions used irt ttiedculation could be improved by imple-
menting a proper matching at heavy-flavor thresholds, butamaot estimate what the numerical impact
will be. Finally, we discussed how resummation could expkome of the features of the comparison
between the four- and five-flavor calculations.

25. ASSOCIATEDttH PRODUCTION WITH H — ~v AT THE LHC 53
25.1 Introduction

A Standard Model or two-doublet neutral Higgs boson produiceassociation with at pair, with
H(h®) — ~+ would share a fully reconstructible mass peak with the sigkiH(h?) — ~~ signature.
But like the other associated-production chann&lEl andZH [384], the signature could contain an
isolated high-transverse-momentum charged lepton wiantbe used both to discriminate against QCD
background and reconstruct the primary vertex; the assaci@oduction channels could hence be less
dependent on photon energy resolution. In particular, tesgnce of two top quarks would tend to
produce high-multiplicity events, which could offer addiital discriminating power against light jet
QCD background. And in the case of the two-doublet MSSM thermgfusion Higgs production channel
could in fact be subject to suppression with respect to tBeaated production channels in the case
of top-stop degeneracy ("maximal mixing”) [385]. Prior geator-level studies for the detection of the
SM ( [386]) and MSSM [387] Higgs bosons in CMS [388] via thisadnel have indicated a signal-to-
background ratio of approximately 1. A full simulation syuid the ATLAS Physics Technical Design
Report [389] has predicted a signal significancé 6§/ B =4.3-2.8 for my =100-140 GeV with a signal
efficiency of~30%. A more recent, related ATLAS study involving a 2-phosignature accompanied
by missing energy [390] has indicated, for 100 fta signal-to-background ratio ef2 for mg =120
GeV.

25.2 Signal production cross-sections and event rates

Production cross-sections forH have been calculated at next-to-leading order [391-39&king the
branching ratio foH — ~~ from HDECAY [394] and assuming in addition that the decay oé of the

top quarks yields a lepton (electron or muon) fr&¥it — 1 + 14 (including the possibility of tau lepton
decays to muons or electrons), we estimate for several Higgsn masses the number of signal events
for 30 and 100 fb! (TableZB):

Table 26: Estimated number of signal eventstfdit, H — ~~, assuming NLO production cross sections [392], Higgs branc
ing ratios to 2 photons [394], and 1 electron or muon from tepay (including from tau lepton decays).

Higgs Mass (GeV)| After30fo ' | After 100 fb*
115 20.75 69.18
120 19.53 65.10
130 15.92 53.05
140 11.18 37.28

Figure[T14b shows typical Feynman diagrams of the signalgssc

3Contributed by: S. Dittmaier, R. Frazier, S. Gascon-Stmtil. Kramer, F. Maltoni, D. Mercier, M. Moretti, A. Nikiteo,
F. Piccinini, R. Pittau, M. Spira
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Fig. 145: Typical s- and t-channel diagrams foH production withH — ~~ and at least one charged lepton from the decay
of a top or antitop quark.

Signal events were generated with both the MADGRAPH [325,396] and ALPGEN [397-399]
LO exact matrix element generators, for each of the Higgssesashown in Table 1 (at least 30000
events per mass value with statistical error below 1%). EvigEom both generators were found to yield
comparable LO cross-section results and kinematicaliliigions. The LO cross-sections were also
found to agree with those from the program HQQ [400] at thegmrlevel.

It should be noted that for the current study all signal evéalve been generated such that exactly
one of the two W bosons from the two top quarks decays leptiniclt can be assumed, however,
that the event selection which will be described below wgbahave some efficiency for events where
both W bosons yield leptons, thus potentially increasirgttital number of signal events expected to be
observed. This will be evaluated in a later study.

25.3 ldentified background processes and event generation

Standard Model processes resulting in both irreducibleraddcible backgrounds have been identified.
A background is called irreducible if it is capable of givinge to the same signature on the particle level
as that searched for in a signal event, that is to say, a lgptdmwo photonsl{~). Among the irreducible
processes, special care has been taken to properly treatthbackground. Feynman diagrams of three
possible types oft~y~ processes considered are shown in Fifuré 146. In the first caled “Type 17,
both photons are radiated from either outgoing top quarkicoming parton lines. In the third case,
called “Type 3", both are radiated from top quark decay potsluThe second case, “Type 2” combines
one photon radiated according to “Type 1" with the secondatad according to “Type 3". (A fourth
process arises from both photons being radiated from diftetiecay products of treametop quark;
for the relevant event selection (see pertinent sectioovijelith m.,, >70 GeV we have verified that
this contribution is completely negligible). Since at tivae of undertaking the study no matrix element
generator included either the Types 2 or 3 processes, aoddition was begun with the authors of
ALPGEN to add them. Also added to ALPGEN was the process W4 jets. The performance of this
sample versus an inclusiveA# sample (with all possible extra jets coming from parton séring), also
considered, is evaluated in subsequent sections. Whelieape in the ALPGEN samples, top quarks
and W bosons are decayed within ALPGEN which assures pegamof spin correlation information
which could impact kinematical distributions.

Table[ZY lists the considered irreducible background m®e® the generators used to either gen-
erate or cross-check event samples, the LO cross-sectibnstaitistical errors, the number of events
expected for 30 (100) fb' of integrated luminosity, the number of events generatetlthe statistical
weight of each generated event for 30 (100) fof integrated luminosity. The cross-sections reflect
preselection criteria imposed at generator-level whiehdmscribed in the next section. In the processes
involving real top quarks as well as in theAH 4] process, one top quark/the W boson was forced to
decay leptonically, and the stated cross-section theréfaplicitly includes the relevant branching ratio.

It can be seen that the effect of the inclusion of backgrowme¥ 2 and 3 is to augment the total initial
contribution (before selection) from-~~ by approximately one order of magnitude.

A background is called reducible if at least one element effthal-state signature is mistakenly
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Fig. 146: A subsample of the relative Feynman graphs ilitistg the three types af~~ processes.

Table 27: Cross-sections at leading order (statisticafein parentheses), number of events generated, numbevsras and
statistical weight/generated event for 30 and 100'fbf integrated luminosity for the irreducible backgroundsisidered.

Process ox BR
(1 W— ) Ngen | N30fb™ | Wgt30fb~' | N100fb~' | Wgt 100 fb-! | Generator
ttyy1 | 1.6 (< mil) | 9296 48 .0052 160 0172 ALMG
ttyy2 | 6.1fb(<1%) | 2310 183 0792 610 2641 AL
ttyy3 | 49fb(<1%) | 914 147 .1608 490 5361 AL
bby~y 318.1fb 159829 9543 .0597 31810 0.1990 MG
Wy~ 4j | 11.5fb (1.2%) | 4587 345 0.0752 1150 2507 AL
Zyy 29.0fb 50005 870 0.0174 2900 0.0580 MG
W~y 23.6fh 112000 708 0.0063 2360 0.0211 MG

identified due to incomplete detector coverage or otherunstntal effects. This could arise if one or
more electrons or jets are misidentified as photons, or a&jahalectron or a muon. Therefore possible
background processes can be grouped into the followingasiga categorieslly, 11j, 1ij, 1vi, vvi, viis

jij» wherel is a lepton and is a jet. Tablé28 lists the reducible background processbe tonsidereed
for each category. It should be noted that several processgd contribute to more than one signature
category.

During the time horizon of the workshop, due to the impleratah of the many new generator
processes, it has been possible to study only the irredubidtkgrounds with acceptable statistics, so
only these will be presented in this report. Low-statistests on most of the processes in Tdble 28 have
been performed, and as many of these processes as posdilbe wicluded with high statistics in a
definitive study now in progress with events fully simulated reconstructed in the CMS detector.

All generated signal and background events were fragmeatdchadronized with PYTHIA [27,
284] version 6.227.

25.4 Description of preselections

No generator-level preselections were made on signal vEnt the irreducible background events, the
following preselection was made:

e m,, >80 GeV + where applicable:
e pr, >20GeV,|n,| <2.50rp, >15GeV,|n,| < 2.7
® pPrjip > 15GeV,|n;is| <2.7,AR(ljorjjorbboryjory,v) >0.3
where p- refers to the transverse momentum of the partiejejts rapidity and AR =

V (An? + A¢?) whereg is the azimuthal angle.
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Table 28: Identified reducible background processes to hsidered for each signature category.

Signature Process
i My + njets
Iy Iy
Iy W(Z)~ + njets

bby + njets
tty + njets
~ij my + njets
bby + njets
tty + njets

W(Z)~ + njets
lij, 1 W(2) + tT + njets
W(Z) + bb + njets
kW+mZ+njets
tb (W)+njets
t + njets, Wb + njets
bbtt + njets
bbbb + njets
tttt + njets
jii W(2Z) + tt + njets
W(Z) + bb + njets
kW+mZ+njets
tb (W)+njets
t + njets, Wb + njets
bbtt + njets
bbbb + njets
tttt + njets

The logical .OR. of the above generator-level criteria wben imposed on all signal event sam-

ples at the particle level as well as the following fiduciateatances on signal as well as on background
events:

25.5

My,el < 2.5, <2.1,
AR, ., > 0.3 wherey; andy, are p-ordered

Description of preliminary particle-level selection

After the preselection, the selection imposed on all sigmal background events includes the following
criteria: first, that the two photons from the Higgs bosonageas well as the lepton coming from one of
the top quarks will have significantp

PTy1,~2,lepton =>50,25,20 GeV

Pry1 + pry2 =120 GeV

Second, that the two Higgs photons and the lepton from a tagkauill be isolated:
AR, ieptons ARy, 1epton > 0.4,0.6

The AR of the closest charged particle with p>1 GeV tovy; (v2) must be greater than or equal
to 0.2 (0.15)

The AR of the closest charged particle with- p>1 GeV to the lepton must be greater than or
equal to 0.15 and less than or equal to 2

The absolute value of the scalar product of theand lepton momenta must be greater than or
equal to 300 Ge¥

Third, that the scalar nature of the Higgs boson will assutatalistribution of the variableos 6*

for signal events, wherean §* = —_Jpilsindi __ “gng E; and 0; refer respectively to the energy of

~(Jpi| cos 0; —BE;)’

and the 3-space angle between either of the two Higgs phatections and the direction of their joint

147



4-vector, in the laboratory frame. The same distributioousth be peaked in the forward and backward
directions for background events. The requirement imp@sedos 6* < 0.9.

Fourth, that the presence of a régpair in signal events should result in a multiplicity sigoéfitly
greater than for background events from processes notinmgauch a pair. Events must therefore con-
tain at least eight particle-level jets as constructed wiéhPYCELL algorithm of the PYTHIA package.

Finally, the invariant mass of the two photons selected asirng from a Higgs boson must lie
within a 3 GeV-wide window around the putative Higgs bosorssneorresponding to the signal event
sample considered.

25.6 Preliminary particle-level results for the Standard Model Higgs boson

Table[2® shows, for each of the Standard Model Higgs bosorsesasonsidered, the signal selection
efficiency and the number of signal {Nand background events expected, from each irreduciblie- bac
ground process, for 30 fiJ of integrated luminosity (corresponding to approximatalyfirst three years
of LHC running at 182cm2s™1) after application of the selection described in the presisection. It
can be seen that the leading-orderAWsample seems to strongly underestimate the contributidmeto
total background, as compared to they-4 jet sample. Therefore, for the current study we include the
W~~+4 jet contribution instead of the W contribution when calculating the total number of expected
background events (N and the signal significance as reflected by the quantiti/ Nz, both of which
are also shown in Tab[eR9. It should be noted however thathépame argument, the leading-order
Z~~ sample considered probably also represents an underesdimantribution relative to that of a hy-
pothetical A~+4 jet sample, not available at the time of the study. This rdaution may be of the
same order as that from they+4 jet sample, though perhaps slightly reduced in analogi tii¢
relative importances of the leading-orderyWand Zy~ contributions. This will be evaluated with a
soon-to-be-available #y+4 jet sample.

Table 29: Estimated number of signal and background evsigtsal selection efficiency and signal significancetfidi, H —
~7, after 30 fb ! of integrated luminosity.

| Higgs Mass (GeV) | 115 | 120 | 130 [ 140 |
Signal Selection Efficiency (%) 19.09 | 20.78 | 24.65| 25.58
Number Signal Evts () 3.96 4.06 | 3.92 2.86
ttyy Type 1 0.17 0.11 | 0.14 0.16
ttyy Type 2 0.08 0.16 | 0.08 0.16
ttyy Type 3 <0.2 0.2 | <0.2| <02
Zyy 0.23 0.21 | 0.24 0.16
Wry~4j 0.4 0.9 1.9 1.4
bbry~y <0.06| 0.06 | 0.06 | <0.06
Total Number Background Evts.@ 0.88 1.63 | 2.42 1.88
Signal Significance 4.22 3.18 | 2.52 2.09
| Wey~y | 037 | 042 ] 037 [ 0.39 |

Table[3D shows the same results for 100'flof integrated luminosity (corresponding to approxi-
mately one year of LHC running at 40cm=2s™1).

For both cases it can be seen that the contributions to takstatvivng background from thig~
Type 2 and, in the limit of generated statistics, Type 3 pgeee are of the same order of magnitude as
the Type 1 process.

The limited-statistics samples of the reducible backgdopimcesses considered have not resulted
in a significant contribution to the number of surviving bgaund events, in the context of this particle-
level study.

The above results would indicate a possibility of signalestability in excess of @ for Higgs bo-
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Table 30: Estimated number of signal and background evsigtsal selection efficiency and signal significancetfidi, H —
~7, after 100 fbr! of integrated luminosity

| Higgs Mass (GeV) | 115 | 120 | 130 | 140 |
Signal Selection Efficiency (%) | 19.09 | 20.78 | 24.65 | 25.58
Number Signal Evts (i) 132 | 135 | 131 9.5
ttyy Type 1 0.57 | 0.38 | 0.48 | 0.53
ttyy Type 2 0.3 0.5 0.3 0.5
ttyy Type 3 <05 | 05 | <05 | <05
Zyy 0.8 0.7 0.8 0.5
Wr~4j 1.5 3.0 6.2 47
bby~y <02 | 02 02 | <0.2
Total Number Background Evts.@y | 3.17 | 5.28 | 7.98 | 6.23
Signal Significance 741 | 588 | 4.64 | 3.81
| Wy | 125 ] 1.35 [ 1.23 | 1.27 |

son masses below 120 GeV after 30 fhwith approximately four signal events observed corredpan
to the signal selection efficiencies of approximately 20%.

For 100 fb !, there would be discovery potential in excess @fdhd ranging as high as oves 7
for Higgs boson masses up to 120 GeV. For masses up to 140 @s/lould be a possibility of signal
observability in excess ofs3

25.7 Conclusions and future work

The preliminary particle-level selection presented alda& not yet been optimized. Furthermore, there
is a possibility to enhance its performance via the inclugibvariables involving missing energy and/or
momentum, or the identification of b quark jets, which mayfective in vetoing background events not
including real top quarks but nontheless having high jettiplidity. The present study would indicate
that it is this type of process (for example Wy4 + N jets) which will prove to be the most challenging
background.

The method used to select the two putative Higgs photonsdn e@ent may also have an effect
on the selection’s performance. In some prior studies adda@ated Higgs production [384], the two
photons with the highest values of have been assumed to have come from the Higgs boson. However
we have observed (see Figlire1147) that the use of this onteeisults in considerable sidebands in the
two-photon invariant mass distribution, at the level of mpgmately 10% forttH events withH — ~~.
Investigation has shown that this faulty combinatorialicea@oncerns overwhelmingly the photon with
the second-highest;{) since the photon with the highest is not a Higgs photon only at the level of
approximately 1/mil, as calculated from signal events. @hgin of these ‘fake’ second Higgs photons
is approximately 80% from's, 10% fromy’s, a few percent fromu’s, and the remainder from other
particles. Fully 80% of these fake Higgs photon ‘mother'tigées appear to come from parton showers
whose origin is one of the two final-state top quarks, and ab sve peculiar to thetH process. The
other 20% come from showering from the initial-state pretand hence are common to all the associated
production channels. In this way we can estimate that tred thithe effect on the WH and ZH processes
would be approximately 2-3%.

In addition to the pure combinatorial effect discussed abahich in itself would be damaging
to signal selection efficiency, the selection of ‘fake’ Hsgghotons could result in biased kinematical
distributions used to construct the selection itself, \whethis last is composed of the mere sequential
imposition of criteria or of a more sophisticated naturensas likelihood or neural network-based selec-
tions. An example of this possibility is shown in Fig.148,ex the total distribution of the photon with
the second-highestpin each event is plotted, with that for those events in whiehgecond photon is
not a Higgs photon superposed on it, on the left-hand side pldt on the right-hand side shows the
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Fig. 147: Invariantyy mass from events from the signal proces$ production withH — ~~ and at least one charged lepton
from the decay of a top or antitop quark fm=115 GeV), where the two photons with the highest values;ohave been
identified as the Higgs photons.
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Fig. 148: Distribution of the transverse momentum for theosel-highest p photon in each event. (Left) The shaded superim-
posed distribution corresponds to events where this phistoot from Higgs boson decay. (Right) The shaded superietpos
distribution corresponds to the true Higgs photon in theesawents.

same total distribution, but the superimposed sub-distibus that of the true Higgs photons in the same
events. Techniques are currently under investigationyttotimprove the Higgs photon selection so as
to correct this problem, both at the particle level as weihathe context of a detailed CMS simulation

and reconstruction study, which is now ongoing. In this iedasimulation and reconstruction study we
will study the contributions of the reducible as well as titeducible backgrounds. We will interpret the

results in the context of models with two Higgs doublets all agattempt to estimate the sensitivity of
the ttH process to the CP nature of the Higgs boson, as has been mdyggsome authors [401].
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26. STUDY OFbhbZ AS A BENCHMARK FOR MSSM bbH >4
26.1 Introduction

The Z boson production process with associated kejetgq — bbZ is topologically similar tazg /qq —
bbH. In the MSSM the associated Higgs production dominates@e kalues of tafl. At large tars the
most important decay modes for the Higgs bosonFares bb andH — 7. Here we concentrate on
Higgs decaying into’s with  decaying to an electron or muon.

The bbZ production at the LHC can be used as a benchmark for teste#lipgs boson recon-
struction methods [381]. The Z mass is known with a good preaj which can be used to verify the
mass reconstruction method. It is also possible to meabateh# cross section to verify NLO calcula-
tions, and b jet and Z transverse momentum spectra to veefikinematics.

The aim of this study is to show that the Higgs boson mass paaloe reconstructed by recon-
structing and understanding the Z mass peak, and to shovit ifegiossible to extract the signal from
the background and to measure the cross section. If thateaoie, the same method should work
similarly for the Higgs boson igg/qq — bbH.

26.2 Cross sections

The signal consists df./y* events produced in association with b quarks. The Z bosomarate
allowed to decay to electron, muon or tau pairs, tau decagpigpnically. Two possibilities exist, either
to select any two lepton final state, or to seleqt éifhal states only. The former has a larger cross section,
but the latter has a significantly smaller background [402].

The signal bbZ/*) is generated, and the signal cross sections calculatédGeimpHEP [286].
The LO signal cross section for any two-lepton final state8b. Nopr andn cuts are applied on
massive b quarks ihbZ /~* process generation. The background comes mainly from twwees,Z /v*
associated with light quark and gluon jets, generated WtfiHRA [27], and tt, tW events, generated
with TopReX [321]. An NLO cross section of 1891 pb [403], ed#ted with MCFM [331], is used for
Drell-Yan Z/v* — LL (LL = ee, uu or 77) events withmp;, > 80 GeVE2. Fortt and tW a cross
section of 840 and 60 pb is used, respectively [287]. The* background sample consists also of
events with two associated b quarks, but to prevent douhlatow, those events are removed using the
available generation level information of the events.

As shown in Tabl€31, the cross section f@y/qq — bbZ/~*,Z/v* — 77 — ¢ + X is quite
small, in fact of the order of the Higgs boson cross sectiomat= 200 GeVF?, tan3 ~ 25. As
the mass of the Z boson is lower than that of the Higgs bosan]eptons and jets have lowetp
and the selection efficiency for the associafed™ — 77 — ¢/ events is lower. Therefore, studying
gg/qq — bbZ/v*,Z/v* — 77 — ¢¢ + X as a benchmark for the Higgs boson inuefinal states is not
feasible. However, it is possible to study the mass recocisbn using inclusiveZ./v* — 77 events.

Other potential backgrounds ase, WW, WZ and ZZ events. The contribution from these back-
grounds turn out, however, to be negligible after the selectThe cross sections for signal and main
background processes are shown in Thble 31.

26.3 Detector simulation

The detector simulation is done using full GEANT [404] siatidn in the ORCA [405] framework.
Version ORCAS8_7_4 of CMS OO reconstruction software is used. The CMS detestwmimulated with
the complete ideal detector, no staging and no misalignmietite detector elements is assumed. The
ORCA reconstruction is based on official CMS digitized datasvith pile-up included (3.4 minimum
bias events superimposed per event crossing for a lumynoisit x 1033cm=2s71).

4Contributed by: S. Lehti
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Table 31: Cross sections for signal and background prosesse

SignalbbZ /~v* pb || Background pb

77bb (60< m,, < 100Gevie?) | 3.29 || Z/v* — 717 — Ul (go< m,, < 100Gevic?) | 223.2
77bb (mrr > 100GeVic?) 0.132|| Z/v* = 177 — £l (m,, > 100Gevic?) 10.1
bbb (60< my,, < 100Gevie?) | 26.2 || Z/v* — pp (M > 80GeVic?) 1891
,u,ubk_) (m,., > 100GeVic?) 1.05 || Z/y* — ee (e > 80GeVic?) 1891
eebb (60< mee < 100Gevic?) | 26.3 || tt — ee/pp/TT 86.2
eebb (e > 100GeVic?) 1.05 || tW — ee/up/T7 6.16

26.4 Event selection
26.41 Trigger

The events are triggered with a single and double electrdmaron trigger. Thep threshold for single
muons is 19 GeV/c, for single electrons 29 GeV/c, for doubl®ns 7 GeV/c and for double electrons
17 GeV/c [406]. The Level 1 trigger efficiency for the signsld.914. The overall trigger efficiency
for signal is found to be 0.826. Stronger trigger thresheldd lower efficiency on single and double
electrons suppress the electron final states with respdoe tmuon final states. An offline cut on lepton
pT > 20 GeV/c balances the different thresholds for events pgdsie two electron and two muon
trigger, but the events triggered with single electrongeigare still suppressed. Therefore, there are
more muon events than electron events from the signal angkitieground passing the trigger.

26.42 Offline selection

The basic event selection is a requirement of two isolatpthfes g > 20 GeV/c in the central detector
acceptance regiom| < 2.5 coming from a reconstructed primary vertex. These @daae efficiently

the backgrounds with soft leptonsi{ — bb,cc,..). The leptons are defined isolated when there are no
other tracks from the primary vertex withrp> 1 GeV/c within a coneAR = /Ap? + An2 < 0.4
around the lepton. Other methods, which are used to supihressickgrounds, are b tagging and central
jet veto. The missing transverse energy, reconstructed figh pr objects, such as leptons and jets,
is used to suppress events, and it is also needed in the— 77 mass reconstruction method due to
neutrinos in the final state.

B jets, associated with the Z boson, provide a powerful tocleparate thebZ/+* events from
the Z~* background. The A events are mostly produced with no significant jet activiyd the
associated jets are mostly light quark and gluon jets. Toerethe Z4* background can be suppressed
by requiring reconstructed jets to be present in the evadtegen further by requiring that the associated
jets are identified as b jets. There are two possibilitieslae, either to require one b tagged jet per
event and veto other jets, or to require two b tagged jetsaretlent. Here the 2b-tagging option is used
in order to have a more pure samplebdfZ /v* events. A k- threshold of 20 GeV is used for both jets.

B jets associated with the Higgs and Z bosons are generalysaft, which makes their tagging a
challenging task. In a lowEjet, the track multiplicity and momenta tend to be low, andwngts do not
have enough significant tracks to be identified as b jets. Asmaaruence, the b tagging efficiency is not
very high. In this study, a b tagging algorithm based on tlkemstruction of the secondary decay vertex
of the decaying B hadron [407] is chosen. The discriminatohat algorithm is shown in Fig._I39 for b,
¢ and light quark and gluon jets. A cut of discriminater2 gives on average 22% b tagging efficiency
per jet bbZ/~v*) with 0.091% mistagging ratg;j¥/~*). A cut stronger than this suppresses the signal
too much with respect te&x events, for which the b jets are more energetic, more ceratnal therefore
easier to reconstruct and to b tag.

Thett events have more jet activity thamZ/v*, and a jet veto is used to suppress théack-
ground. Events with jetE1 > 20 GeV within the tracker acceptance region in addition &ottio b jets
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Fig. 149: The output of the b tagging algorithm for b-, c- aigth quark and for gluon jets itt events.

are rejected.

In tt events the leptons come from W decays, so there are alwaysnosuin the final state. For
the signal there are no neutrinos in the final state’(/v* — bbrr — bbé/ + X represents only a tiny
fraction of the signal events) and missing transverse grisrgxpected only due to measurement error.
The missingEr (MET) is reconstructed from the hidhr objects in the event: the two leptons, and the
jets coming from the primary vertex. A jet is defined to be aognirom the primary vertex, if at least
half of its tracks are coming from the primary vertex. A MC getrection [407] on jet energy scale is
used. A MET cut MET< 30 GeV is applied, which is already close to the detector M&Sblution.

A strong method to separate the Z boson events fromttHeackground is to reconstruct the
invariant Z mass. The two leptons are measured with a goadacyg and the invariant mass distribution
in Fig.[I50 shows a clear peak at the nominal Z boson mass t&wéth invariant a mass of 85my, <
95 GeVE? are chosen for further analysis.

After the selection described above, from the total numbepassed events (1065 events for
30 fb~1) the fraction of signal event$bZ/~v*) is 70%, the fraction of./v* with no associated b jets is
11%, and the fraction aft events is 19%. All other backgrounds are negligible.

26.5 Results
26.51 Mass reconstruction

In the Hsysy — 77 analysis the Higgs boson mass is reconstructed using aealliapproximation
method. Due to neutrinos in the final state a precise masssgaation is impossible. In the collinear
approximation the neutrinos are assumed to be emitted akenggptons, which is a valid assumption
for the signal events due to large Lorentz boosts of thetiwo The missing transverse energy is pro-
jected along the lepton transverse momentum directioms)ggan estimate for the neutrino momentum
including the z component of the neutrino momentum. Thensitacted mass is the invariant mass of
the summed lepton and neutrino 4-momenta.

Mass reconstruction using the collinear approximatiorossible, when the two leptons are not in
a back-to-back configuration. Events in back-to-back condition are removed with a cltp (¢4, 45) <
175, whereAp(¢1,¢3) is the angle between the two leptons in the transverse plEme.mass recon-
structed using the collinear approximation is shown in [Elgl. The e final states are chosen to select
events with intermediate’s. In the Higgs boson studies one b jet is required presethisievent with a
veto on additional jets. Similar events are chosen heregeseciated jet is required in the event, but no
b tagging is used. Since the leptons are generally well medsthe mass peak position and width are
highly dependent on the quality of the missing transversgeggnmeasurement.
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Fig. 151: Mass reconstructed using collinear approxima-

Fig. 150: Invariant mass of the two leptons. i
ion.

26.52 \Verification of Monte Carlo

The verification of the Monte Carlo fdsbZ/+* events includes the verification of the cross section, the
associated b jetfEandn distributions, and the Z-pdistribution. These has been studied in Ref. [408].

Each of these distributions consists of both, signal anédracind events, the measured distribution is a
convolution of different signal and background distribas. The shapes of the background distributions
can be measured from the data, bBih* cross section with associated light quark and gluon jetglznd

tt cross section are large compared to the signal cross settiminformation can be used to estimate

the shape of the convoluted distributions, which can thecdoepared with the measured distributions.

Due to a large cross section and a small width, the invarianggs peak can be reconstructed and
measured from data with high statistics. Using the signiaictien cuts to extract thebZ/~v* events
from the background, the fraction of théZ/~* cross section from the inclusivié/~* cross section
can be measured. The numbero{+tW) events can be estimated from the fit shown in Eig] 15 Th
fraction of Z /~* events with associated light quark and gluon jets can bmattd using the known b
tagging efficiency and mis-tagging rate, which can be eséthaith good statistics from the measured
tt events [407].

The b tagged jet Eandn distributions are shown in Figs_152 dnd1153. The measustdhditions
consist of 70% signal events (dashed histograms). Theibotitn from Z,~* events with soft initial
and final state radiation jets, misidentified as b jets, comeasostly at low values of jet £ This is
shown as a gap between the points and the solid histograne figtires. Due to the hard b tagging cut,
used the purity of the measured b jet$isZ /v* events is very high, close to one, and dropping to 0.96
at low values of jetir.

The Z boson p reconstructed from the two leptons is shown in [Eig]154. Adhe shapes of
the background distributions are needed, and they can bsumeebfrom data. The contribution of other
backgrounds is taken into account as described above. 8iacéboson p is reconstructed from the
two well measured leptons, the difference between reasecistl and generated Z bosof [ small,
about 2.3 %.
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26.53 Systematic uncertainties

The uncertainty of the signal selection efficiency is raldtethe uncertainty of the lepton identification,
the absolute calorimeter scale and the b tagging efficieAnyerror in the calorimeter scale introduces
an error in the jet energy measurement. Here a 1% error oriroeler scale leads to a 3.4% error on the
signal selection efficiency. The uncertainty of the b taggfficiency can be estimated frorhevents as

in Ref. [407]. A value of 5% can be used as a conservative agtinmA lepton identification uncertainty
of 2% is used for both, electrons and muons.

The uncertainty of thet background can be evaluated from the signal+backgrountiditis in
Fig.[I50. The error of the fit gives the uncertainty. The nundfet events for 30 fo! integrated from
the fit is 8922 and the errakN,; = 147.3, which corresponds tasebackground uncertainthN; /N.;
= 1.7%. The uncertainty of the numberjgi /v* events Ny /.- = €mistag(jet1) X emistag(jeta) x N;%'jtj‘g
@s AijZ/’y*/ijZ_/'y* = ot @_2o'mistf1g’ Whereo—ﬁ_t is the uncertainty of the Z peak _fit vyhen nob tagglng
is used. Assuming a 5% mistagging uncertainty and a 1.7% o the Z peak fit without b tagging,
the uncertainty of thgjZ /~* background isANj;7 /.« /Njjz /4= 10.1%.

The total systematic uncertainty of the above measuremiestading the luminosity uncertainty
of 5%, yields a 14.2% uncertainty on the cross section measeimt.

26.6 Conclusions

It is shown that thebbZ/~y* events can be used as a benchmark for the MSSM Higgs productio
gg/qq — bbH. ThebbZ/~* cross section can be measured and compared with the higlesttbeo-
retical calculation available. The associated jeteadr distributions as well as Zpdistribution can be
measured and compared with the expected theoreticalbdistms. Understanding thebZ /v* events
helps us to understand and better trust the theoreticalgtises for bbH events, if a heavy neutral
MSSM Higgs boson is found in thed — 77 decay channel.
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Table 32: Cut flows (in fb) fo/y = 160 GeV in theey channel.

Cut lg9— H VBF| tt EWWW gg—>WW qq—>WW Z/y*
Trigger andZ re;j. 185 25.1| 7586 11.4 48.5 792 151
Hard Jet Veto 90.0 1.48| 51.6 0.16 21.2 451 31.4
B Veto 89.6 1.46| 37.6 0.16 21.1 449 30.8
pjlioos 53.2 1.23| 33.0 0.09 13.1 177 23.6
My, 42.9 1.10| 7.85 0.02 6.31 65.2 22.0
Aoy 33.1  0.93] 5.23 0.02 5.14 42.8 0.07
Mr 31.2 0.86| 3.64 0.01 3.61 36.8 0.06
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27. DATA-DRIVEN BACKGROUND DETERMINATION IN THE CHANNEL H — WW —
Ivly WITH NO HARD JETS °°

27.1 Introduction

The search for the Higgs boson called for by the Standard Medeguably one of the most important
topics in high-energy particle physics today. For a veryadrmange of masses the dominant decay mode
of the Standard Model Higgs boson is the deéay- W W [296]. In this work we study the theoretical
uncertainties involved in a data-driven background deitgation strategy. In Sectidn 2T.2, we describe
our Monte Carlo samples, event selection, and method feitinbackground determination. We then
discuss the most important systematic errors in SediioB#wt 27K

27.2 Monte Carlo and Analysis Method
We consider the following signal and background processes:

e Higgs production. We model the gluon-initiated processwie generator provided in MC@NLO
and normalize the cross-section for the signal to the vajivesn in [409]. The small contribution
from Weak Boson Fusion (VBF) is modelled with Pythia [2840)1

e QCD WW production is modelled with the generator provided in MC@MN\iersion 3.1 [308,
309]. A non-negligible number of’ 1 events come frongg — W W diagrams that are not
included in MC@NLO; we model this contribution using the geator documented in [314].

e ¢t production. The (dominant) doubly-resonant contributisrmodelled with MC@NLO. To
estimate the impact of the singly-resonant and non-resoi@i’ bb contributions to the back-
ground, we perform a comparison between leading-ordenledions ofpp — WWhbb and
pp — tt — WWhb using MadEvent [325, 395].

e QCD Z/~ production, withZ — ee/uu/T7. We model this background with MC@NLO.

Although we do not expect detector effects to be importarthis study, it is convenient to simulate a
detector using the last FORTRAN-based release of ATLFA8d,\ae apply the jet energy corrections
in ATLFAST-B [411]°5. Our event selection consists of the following cuts:

5Contributed by: B. Mellado, W. Quayle, S.L. Wu
8We also apply a small correction to the energy of jets for WiHERWIG was used for the parton showering and hadroniza-
tion; the correction is given byl — 5 x 1072 P7°" + 0.042) where the jefPr is measured in GeV.

156



Table 33: Cross-sections (in fb) in the two control samplssussed in Sectidn 21.2 far ; = 160 GeV for all lepton flavors.
Sample| gg—~H VBF | tt EWWW gg—>WW qq—WW Z/+*

Primary 1.86 0.03| 33.4 0.08 6.19 121.0 7.96
b-tagged| 0.18 0.007| 17.02  0.0001 0.08 151 1.29

e Trigger and topology cuts. We require that the event hastlgxago leptons with transverse
momentum greater than 15 GeV in the region With< 2.5, and we apply a lepton identification
efficiency of 90% for each lepton. The dilepton invariant miasequired to be less than 300 GeV.

e 7 rejection. The event is rejected if the leptons have an iamaimass between 82 and 98 GeV.
We require a large missing transverse momenfefti*s > 30 GeV, which is raised to 40 GeV if
the two leptons have the same flavor. (This cut is alreadwdteal in the first line of the table.) To
reduce the nontrivial background from the decay- 77 — [l + P7¥s$, we calculate, using the
collinear approximationg! andz2, the energy fractions carried by the visible decay prodatts
the 7 leptons, and\/,,, the invariant mass of the two leptons. We reject the eventift > 0,
x2 > 0, and|M,, — Myz| < 25 GeV.

e Jetveto. We reject the event if there are any jets With> 30 GeV anywhere in the detector, or if
it contains any b-tagged jets withr > 20 GeV and|n| < 2.5. We assume a b-tagging efficiency
of 60% with rejections of 10 and 100 against jets fronuarks and light jets, respectively.

e Transverse momentum of the Higgs candidate, defined as¢her g&im of the transverse momenta
of the leptons and the missirfgy. We require thanzggs > 11.1 GeV.

In the signal-like region, we apply three more cuts: we regjthat the dilepton mass h&s < M <
64.1 GeV, that the azimuthal opening angle between the leptdisfisaA¢; < 1.5 radians, and that
the transverse mass obeys < Mp < My + 10 GeV (whereMy; is the Higgs mass hypothesis). The
distribution of the dilepton opening angle in the transegutane, shown in Fig._Ib5, owes its discrimi-
nating power to the difference in the helicity states oflitfigoairs in signal and background. For brevity,
we have omitted plots of the other variables. The crossesecafter successive cuts for a representative
Higgs mass of 160 GeV in thg: channel are shown in Tallgl32. We also consider two contropkes:

e The primary control sample is defined the same way as theldigaaegion, but with different
cuts on the dilepton opening angle in the transverse pladdahandilepton invariant mass. We
requireA¢y; > 1.5 radians and0 < M;; < 300 GeV; we remove the cut on the transverse mass.

e The b-tagged control sample cuts are the same as in the graoatrol sample, except that instead
of applying a b-jet veto, we require that there is a b-taggddnjith P between 20 GeV and
30 GeV; we also remove the lower bound on the dilepton innarizass.

Table[3B shows the cross-sections in these two control smpi order to make meaningful estimates
of systematic errors, it is helpful to define the followingal quantities:
e apw: The ratio of the QCDVW cross-section in the signal-like region over the QUDV
cross-section in the primary control sample.

e oy The ratio of thett cross-section in the signal-like region over thiecross-section in the b-
tagged control sample.

e o}/ The ratio of thef cross-section in the primary control sample overtheross-section in
the b-tagged control sample.

With these ratios taken from Monte Carlo, we estimate theberroftz events in the signal-like region
asN; 9" =1ke — 0 Ny 1aggea @nd the number o’ W background events in the signal-like region as

signal—like primary primary wWw
Nyw =aww Ny =aww (N — oy No_taggea — small backgrounds)
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Fig. 155: The distribution of the azimuthal angle (in thengerse plane) between the leptons after cuts.

whereN/, 99 js the number of events in the b-tagged control samgf&.""*" is the total number of

events in the primary control sample, and theiull backgrounds” consist mostly of Drell-Yan events.
Our task is now to estimate the uncertaintyig-y, oy, anda)) V.

27.3 Theoretical Uncertainties in the WW Background

We begin with the theoretical uncertainties in the extrapoh coefficientayy 1. Here, the theoretical
error is dominated by the uncertainty in the normalizatibthe gg — W W contribution; recent studies
have shown that this contribution can be in excess of 30%hfoctts used in those studies [314, 315].

We compute the the theoretical error as the sum in quadratuhe uncertainty due to the fit error
in the parton density function parameterization and theettamty due to the choice @)? scale. To
estimate the parton density function (PDF) uncertaintyhaee used the CTEQ6 PDF set and its error
sets; using equation (3) in [47], we find that the uncertaintyy 1y is 2.8%. To assess the uncertainty
due to the choice of)? scale, we have varied the renormalization and factoriaagizales by factors of
85" We examine four choices of scale variations: Scale 10as — 8Qren, @ fac — Qfac/8; Scale
2 hasQen, — Qren/& Qfac - 8Qfac; Scale 3 ha®),en — 8Qren, Qfac - 8Qfac; and Scale 4
hasQren — Qren/8: Qfac — Qfac/8. Table[3H# shows the cross-sections before and after cutein t
signal-like region and primary control sample for fie— W W andqq — W W contributions, with the
central-valueQ? scales and the four modified scale choices. The largesttieari@ oy We observe
is 4.1%, and we take this to be the theoretical error due tehioice of(Q? scale. The total theoretical
uncertainty we calculate on the predictioncagf yy is therefore 5%.

27.4 Theoretical Uncertainties in the Top Background

We now turn our attention to the uncertaintiesiip anda)} V. Here, the most important question to ask
is how to handle single top production. A procedure for gatieg bothpp — ¢t andpp — Wt without

"This is an unusually large scale variation to choose; tyiyicascale uncertainty will be quoted based on a scale tiania
of 2 or at most 4. Our motivation for this choice is the facttthe expect the K-factor fogg — W W to be large, since the
K-factor for gg — ~~ has been calculated and it is slightly less than 2 [318].
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Table 34: Cross-sections before and after cuts for the kldgearegion and the primary control sample, with the cepending
extrapolation coefficients, using the nominal assumptems the 4 altered scale choices. For historical reasonsjpper
bound on the dilepton invariant magg/(; < 300 GeV) is not applied to the control sample in the values regubirt this table.

No cuts Sig. Reg. Cont. Samp.

Scale Choicg g9 — WW qq — WW g9 qq gg qq aww
Central 487.77 11302.44 6.45 63.20 6.38 130.10] 0.5103
scalel 239.93 12862.82 2.92 69.25 3.33 143.83| 0.4904
scale? 1058.97 9076.86 145 49.03 13.46 107.44 0.5255
scale3 278.17 11189.52 3.81 65.02 3.54 131.92| 0.5081
scale4 913.38 11702.80 111 61.81 12.66 133.51 0.4988

Table 35: Cross-sections (in fb) and extrapolation coeffits for thett background for various masses, using MadGraph to
model the WWhbb background.

Process | Signal-ike Cont. Samp. b-taggdd «;; o)}V
WWWbb 13.34 109.41 47.13| 0.2829 2.3211
tt — WWbb 9.80 80.77 37.72 | 0.2599 2.1413

double-counting at leading order was presented in [329] aazalculation including off-shell effects and
spin correlations in th&/ 1/ bb system at tree level was presented in [412]. Unfortunatedyknow of no
event generator available at the time of this writing whitdodakes into account the one-loop radiative
corrections td4V W bb production, so we will perform our uncertainty estimateragtlevel.

In addition to thett Monte Carlo sample (from MC@NLO) that we have used in the rotkee-
tions of this note, we have generated two separidi® bb Monte Carlo samples using MadGraph. One
includes only doubly-resonant top quark pair productiamj &he other includes the full’ W bb final
state. For these events, we have allowed the b-quarks toleeaged withPr as low as 1 GeV, and with
pseudorapidity as high as 100. One would expect a dispiopately large contribution from the region
where one b-quark is soft or forward, and we therefore feisl likely that the single-top contribution
is overestimated in our non-resondmti¥’bb Monte Carlo. This is exactly what we want if we are to
prove that our analysis is robust. We have applied the cutthésignal-like region and both of the
control regions to these two Monte Carlo samples to assessniportance of single-top production in
this analysis.

Table[3% shows thB” W bb background cross-sections in the signal-like region, tiregry control
sample, and the b-tagged control sample obtained with #urlg-order doubly-resonattand inclusive
WWbb samples. We note that although the difference in the alesahass-section given by the two
samples is approximately 30%, the corresponding diffeeric the predictions of; and oy are
only about 9%. It is worth noting that this figure is only a geteguideline, since the exact values of
oy andaj)W are strongly dependent on the particulars of the b-tagdiggrithm used. Our intent in
this section is only to give a rough idea of what the theoattimcertainty on the extrapolation from a
b-tagged sample to a b-vetoed sample should be. In prathiseuncertainty should be addressed in
detail using full detector simulation by any experimenterfprming aH — WW search like the one
outlined here.

27.5 Summary
We have proposed a method to estimate the normalizationeofldéiminant backgrounds in thié —

WW — lviv channel using two control samples in the data, one b-tagmed the other b-vetoed;
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in our approach, the systematic errors must be given in tefrtise ratiosay w, oy, andayy V. We
have computed the theoretical uncertainty @y ; the result is 5%. We have shown that, for a b-
tagging algorithm operating only on jets witfy > 20 GeV and|n| < 2.5, such that, = 60% and the
rejections against light quarks and c-quarks are 100 andslictively, the effect of singly-resonant and
non-resonantV W bb diagrams is less than 10% ap anda}} V. A study using these uncertainties and
this background extraction technique is in progress forheAS experiment; the preliminary result is
that a Higgs discovery at/;; = 160 GeV would require less than 2h of integrated luminosity [413].
However, final calculations of the uncertainties on thesetl@o extrapolation coefficients, as well as
final results on the overall sensitivity of the search we haesented here, must be computed within the
context of the LHC experiments.
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28. ELECTROWEAK CORRECTIONS TO THE HIGGS DECAYS H — ZZ/WW — 4 LEP-
TONS 58

28.1 Introduction

The primary task of the LHC will be the detection and the itigadion of the Higgs boson. If it is

heavier tharl40 GeV, it decays dominantly into gauge-boson pairs, i.e. éfermions. These decays
offer the largest discovery potential for a Higgs boson vétmass? 130 GeV [414, 415], and the

decayH — ZZ — 4/ will allow for the most accurate measurement of the Higgsemomass above
130GeV [416]. At ane™e™ linear collider, these decays will enable precision mezments of the

corresponding branching ratios and couplings at the parieeel.

A kinematical reconstruction of the Higgs boson and of thiual W and Z bosons requires the
study of distributions. Thereby, it is important to includeliative corrections, in particular real photon
radiation. In addition, the verification of the spin and thHe @operties of the Higgs boson relies on the
study of angular and invariant-mass distributions [418]4As a consequence a Monte Carlo generator
for H — ZZ/WW — 4f including electroweak corrections is heeded.

In the literature the electroweaR(«) corrections are only known for decays into on-shell gauge
bosonsH — ZZ/WW [419-422]. In this case, also some leading higher-orderections have been
calculated. However, below the gauge-boson-pair threshahly the leading order is known, and in the
threshold region the on-shell approximation becomes iatnlel. Only recently electroweak corrections
toH — ZZ/WW — 4f have been considered. Progress on a calculation of the@fegnetic correc-
tions toH — ZZ — 4f has been reported at the RADCORO05 conference by Carlonimeglé23]. At
this conference we have also presented first results of dculation of the complet€(«) corrections
to the general — 4f processes [424]. In this note we sketch the calculation aadige some nu-
merical results. More results and details of the calcutatian be found in Ref. [425]. The electroweak
corrections have been implemented into a Monte Carlo gereralledPROPHECY4f

28.2 Calculational details

We have calculated the complef¥ «) virtual and real photonic corrections to the proceddes: 4f.
This includes both the corrections to the decélys— 72Z — 4f andH — WW — 4f and their
interference. The calculation of the one-loop diagramsbieas performed in the conventional 't Hooft—
Feynman gauge and in the background-field formalism usiagémventions of Refs. [426] and [427],

8Contributed by: A. Bredenstein, A. Denner, S. DittmaierfMMWeber
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respectively. The masses of the external fermions havermgacted whenever possible, i.e. everywhere
but in the mass-singular logarithms.

For the implementation of the finite width of the gauge bosmasise the “complex-mass scheme”,
which was introduced in Ref. [428] for lowest-order caldidas and generalized to the one-loop level
in Ref. [429]. In this approach the W- and Z-boson masses amnsistently considered as complex
guantities, defined as the locations of the propagator polde complex plane. To this end, bare real
masses are split into complex renormalized masses and epEquinterterms. Since the bare Lagrangian
is not changed, double counting does not occur. Pertugbatiiculations can be performed as usual,
only parameters and counterterms, in particular the eeeak mixing angle defined from the ratio of
the W- and Z-boson masses, become complex. Since we onlyrppedn analytic continuation of the
parameters, all relations that follow from gauge invar@rsuch as Ward identities, remain valid. As a
consequence the amplitudes are gauge independent, aadtymiancellations are respected. Moreover,
the on-shell renormalization scheme can straightforwalpa! transferred to the complex-mass scheme
[429].

The amplitudes have been generated v#ynArts using the two independent versions 1 and
3, as described in Refs. [430] and [431], respectively. Tligekaaic evaluation has been performed
in two completely independent ways. One calculation is thasean in-house program implemented
in Mathematicathe other has been completed with the helpgrofmCalc[432]. The amplitudes are
expressed in terms of standard matrix elements and coetfodd tensor integrals [426]. The reduction
to standard matrix elements is performed as described iagpendix of Ref. [433].

The tensor coefficients are evaluated as in the calculafitreacorrections te™e~ — 4 fermions
[429]. They are recursively reduced to master integralseahtimerical level. The scalar master integrals
are evaluated for complex masses using the methods antsresRlefs. [434—436]. UV divergences are
regulated dimensionally and IR divergences with an infaiitel photon mass. Tensor and scalar 5-
point functions are directly expressed in terms of 4-pamégrals [437]. Tensor 4-point and 3-point
integrals are reduced to scalar integrals with the Pagsav@itman algorithm [438] as long as no small
Gram determinant appears in the reduction. If small Grarardehants occur, two alternative schemes
are applied [439]. One method makes use of expansions ottis®it coefficients about the limit of
vanishing Gram determinants and possibly other kinemadigi@rminants. In this way, again all tensor
coefficients can be expressed in terms of the standard $aatzions. In the second, alternative method
we evaluate a specific tensor coefficient, the integrand aélwis logarithmic in Feynman parametriza-
tion, by numerical integration. Then the remaining coedfits as well as the standard scalar integral are
algebraically derived from this coefficient. The resultdha two different codes, based on the different
methods described above are in good numerical agreement.

Since corrections due to the self-interaction of the Higgsdn become important for large Higgs
masses, we have included the dominant two-loop correctioiie decayd — V'V proportional to
GZMI‘}I in the large-Higgs-mass limit which were calculated in Rgf40, 441].

The matrix elements for the real photonic corrections astuated using the Weyl-van der Waer-
den spinor technique as formulated in Ref. [442] and have baecessfully checked against the result
obtained withMadgraph[395]. The soft and collinear singularities are treatechlintthe dipole sub-
traction method following Refs. [227, 443] and in the phapace slicing method following closely
Refs. [213, 444, 445]. For the calculation of non-collinsafe observables we use the extension of
the subtraction method introduced in Ref. [228]. Finatestadiation beyon®(«) is included at the
leading-logarithmic level using the structure functiomgeg in Ref. [446] (see also references therein).

The phase-space integration is performed with Monte Cadbrtiques. One code employs a
multi-channel Monte Carlo generator similar to the one eEnpented inRacoonWW[428, 443] and
Lusifer[447], the second one uses the adaptive multi-dimensiotedjiation progranVEGAS[448].
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28.3 Numerical results

We use the,, scheme, i.e. we define the electromagnetic couplingby = v2G,, M s2 /. Our
lowest-order results include th@(«)-corrected width of the gauge bosons. For the results pregen
here, we define distributions in the rest frame of the Higgsohoand apply no cuts. We show re-
sults without photon recombination and results where tleggrhhas been recombined with the nearest
charged fermion if the invariant mass of the photon—ferngain is below 5 GeV. More details about the
setup as well as all input parameters are provided in Reb][42

In the two upper plots of Fig_Ih6 we show the partial decaytheidor H — v.e®p~ 7, and
H — e"etp~pu™ as a function of the Higgs-boson mass. The lower plots shevedrections relative
to the lowest-order results. FHr — v et vy, the corrections are at the level of 2-8% in the considered
Higgs-mass region. Arount0 GeV, the corrections are dominated by the Coulomb singularity at
about180 GeV the ZZ threshold is visible. Note that corrections behaveatiy as a function of the
Higgs-boson mass across the thresholds owing to the use obthplex-mass scheme. For the final state
e~ et u~u™, the corrections are between 1% and 5%. The effects of thaiv\apd Z-pair thresholds are
clearly visible.

The lower plots of Figi_I36 show also a comparison with HDE(A%4]. To this end, we have
defined

HDECAY _ HDECAY LV /i/2.0 Tvisfa0

r =Tayv Ty Ty (67)
and have divided this by the lowest-order width for— f; f>f3fs. HDECAY agrees well with the
lowest-ordertl — 4f width below threshold, because thatfDECAY consistently takes into account
the off-shell effects of the gauge bosons. Above threshwddgauge bosons are treated as stable, and
leading radiative corrections due to the Higgs-boson salipling are incorporated. In a small window
between the two regions HDECAY interpolates between theregalts. The large difference between
HDECAY and our lowest-order prediction above thresholdlie tb the difference of the on-shell and off-
shell phase space and has nothing to do with the Coulomblaiityuln particular, foH — e~e™p~ ™
there is no Coulomb singularity, but the phase-space effgbtrespect to HDECAY is present, and the
corresponding off-shell effects amount to more than 5%.

In Fig.[I5T we study the invariant-mass distribution of tve fermions resulting from the decay
of the Z bosons in the decdy — e~ e~ ™. The plot on the I.h.s. shows the distribution for ;™
including O(«) corrections. The plot on the r.h.s. compares the relatimections fore~et andp~pu™.

If we do not recombine photons with collinear fermions, wé gery large corrections for invariant
masses below the W-boson mass [228, 449]. This is becauseefive dhe invariant mass from the
fermion pair excluding the photon. The corrections dep@&gaudithmically on the fermion masses and
are thus different for electrons and muons. If we recombiegohotons with the fermions, the corrections
are much smaller and independent on the fermion masses.

The investigation of angular correlations between the f@nio decay products is an essential tool
for investigating the spin and parity properties of the Hidmson. In Ref. [418] it was demonstrated
how the parity of the Higgs boson can be determined by lookirtipe angle between the decay planes
of the two Z bosons in the decd&y — ZZ. Including the Z-boson decay, this angle can be defined as

(ky x kq) (ks x ks)
ki x ki|[ky x k|’
sgn(sing’) = sgn{ky - [(ky x ki) x (ky x k3)]}, (68)

wherek, = k; + ko. The L.h.s. of FiglZIg8 shows the decay width ¥or— e~etp~ ™ as a function

of ¢’ revealing acos 2¢’ term. As was noticed in Ref. [418] this term is characterifiir a scalar. For

a pseudo scalar a term proportional todps 2¢') would be present instead. Photon recombination has
no significant effect for the distribution i/, because adding a soft or collinear photon to a fermion
momentum does not change its direction significantly.

cos ¢
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Fig. 156: Partial decay widths fdf — vee™ 7, (l.h.s.) andd — e~ e~ pu™ (r.h.s.) as a function of the Higgs-boson
mass. The upper plots show the absolute predictions imgu@i o) corrections, and the lower plots show the relatiVéy)
corrections and the predictions of the program HDECAY niedatio the complete lowest-order prediction.
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Fig. 158: Distribution in the angle between the decay plaridise two Z bosons in the reactidh — e~ e ™~ and relative
corrections with and without applying photon recombinatior My = 200 GeV.
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28.4 Conclusions

We have presented results from a calculation of the completgroweakO(«) radiative corrections to
the Higgs-boson decays into 4 leptohls;— 4/, in the electroweak Standard Model. We find corrections
to the partial widths in the range of 1-8%. If predictionshwan accuracy of better than 5% are needed,
off-shell effects and radiative corrections have to benaké& account.

29. BOSON BOSON SCATTERING AT THE LHC WITH PHASE >°
29.1 Introduction

The large energies available at the LHC will make it possiblaccess many-particle final states with
much higher statistics than before. Among these final stabedermion signals are of particular inter-
est for Higgs boson discovery and for analyzing vector basmattering. At the LHC, the SM Higgs
production is driven by gluon-gluon fusion. The fusionWfandZ gauge bosons represents the second
most important contribution to the Higgs production crosstion®. The Higgs decay channel into
WW, giving rise to two forward-backward jets plus four leptarstwo leptons and two jets from the
W's, is particularly clean and has been found to be quite psingiin the low-intermediate mass range
(115< My <200 GeV). If the Higgs boson is not present, the complemegrapproach to the question
of electroweak symmetry breaking is to study vector bosattedng. In the absence of the Higgs boson,
general arguments based on unitarity imply that massivgegghasons become strongly interacting at the
TeV scale. Processes, mediated by massive vector bostersepV/ V. — VV (V = W,Z), are the most
sensitive to the symmetry breaking mechanism. By analodly v energy QCD, or adopting one of
the many schemes for turning perturbative scattering anggs into amplitudes which satisfy by con-
struction the unitarity constraints, one is led to expeetphesence of resonancesWy, W, scattering.
Unfortunately, the mass, spin and even number of theseaasen are not uniquely determined [451].

Six fermion processes are also related to the productiohreétvector bosons and give access to
tt and single-top production, enabling measurements of tags/#étb coupling, decay branching ratios,
rare decays and all other features related to the top quar&llys we should mention that multi-particle
final states of this kind constitute a direct background teinsearches for new physics.

Three are the key features BHASH452]. The first one consists in the use of a modular helicity
formalism for computing matrix elements. Scattering ampgkes get contributions from thousands of
diagrams and the computation efficiency has a primary rolee Relicity method [453, 454] we use is
suited to compute in a fast and compact way parts of diagrdnmei@asing size, and recombine them
later in order to obtain the final set. In this manner, partsiroon to various diagrams are evaluated
just once for all possible helicity configurations, optim the computation procedure. The second
main feature concerns the integration. We have devised amtegration method to address the crucial
point of reaching good stability and efficiency in event gatien. Our integration strategy combines
the commonly used multichannel approach [455] with the tdigpof VEGASAs the number of parti-
cles increases, the multichannel technique becomes raihd@rersome, given the thousands of resonant
structures which can appear in the amplitude at the same Quoeversely, th&/ EGASadaptivity is not
powerful enough to deal with all possible peaks of the amgét

We have merged the two strategies in a single procedure. Utweroe is thaPHASEadapts
to different kinematic cuts and peaks with good efficiensing only a few channels per process. As
third main feature PHASEemploys theone-shotmethod developed foWPHACT456, 457]. In this
running mode, all processes are simultaneously genenatéa icorrect relative proportion for any set
of experimental cuts, and directly interfaced to hadraioreand detector simulation programs giving a
fully comprehensive physical description. Preliminarguks have been presented in [458, 459].

A number of samples of events, representative of all pasgiticesses, have been produced with

SContributed by: E. Accomando, A. Ballestrero, A. Belhou&riBolognesi, E. Maina, C. Mariotti
€0A detailed review and an extensive bibliography can be fanriief. [450].
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Fig. 159: Distribution of the invariant mass of the two catade vector bosons fey — 4q + pv andqq — 4qu™ ™.

PHASE In order to comply with the acceptance and trigger requinais of the CMS experiment, the
cuts in Tabld_36 have been applied. We have used the CTEQ5LsBDRFith the scal&)? = MVZV +

Z?:lp%“i/&

Table 36: Standard acceptance cuts applied in all resuéze lepton refers té" only.
E(lepton)> 20 GeV | pr (lepton)> 10 GeV | |n(lepton) < 3
E(quarks) 20 GeV | pr (quarks)> 10 GeV | |n(quark) < 6.5

M(qq)> 20 GeV M(IT17)> 20 GeV

29.11 Physical sub-processes

Many subprocesses (i.L&W — WW, ZW — ZW, Z7Z — WW, Z7Z — 77, tt) will in general contribute
to a specific six fermion reaction. It is impossible to setmead compute individually the cross section
due to a single subprocess, since there are large inteceeedfects between the different contributions.
We can however select all complete+B processes which include a specific set of sub-diagrams. For
instanceZW —ZW with on shell bosons is described by 5 Feynman diagrams. eldiagrams, with
all external vector bosons connected to a fermion line, titois theZW —ZW set of 2-6 diagrams.
Several sets can contribute to a single process and theréfersame process can appear in different
groups. Figur€I39 shows the invariant mass distributiom@two most central quarks (when ordered
in ), the lepton and the neutrino for the reactidh® — qq — 4qlv (LHS) andPP — qq — 4ql™1~
(RHS). The distributions for the different subprocessewetas the one for the total are presented for
M(H) =500 GeV.

It should be pointed out that the total cross section in[E58 i& smaller than the sum of the cross
sections for the various groups. Notice that the Higgs peakdsent in th& W —ZW curve. This is due
to processes that in addition to td&V —ZW set of diagrams include also diagrams describing Higgs
production, e.guu — wuudy~ 7. The groups comprising single top attddiagrams have a large cross
section. An invariant mass analysis reveals that they aleeith dominated by top production. Simple
invariant mass vetoes reduce drastically the EW top backgrand produce a much sharper Higgs peak.

29.2 TheVV-fusion signal

In the absence of firm predictions in the strong scatterimgnre, trying to gauge the possibilities of
discovering signals of new physics at the LHC requires tHaitien of a model of VV}, scattering
beyond the SM. Some of these models predict the formatiop@étacular resonances which will be
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Fig. 160: Distributions of the transverse momentum of themwand ofAn between the two tagging quarks for all the events
(black) and for the signal events (red).

easily detected, while in other cases only rather smalctffare expected. The simplest approach is
to consider the SM in the presence of a very heavy Higgs bo¥dhile this entails the violation of
perturbative unitarity, the linear rise of the cross settioth s - the invariant mass squared in the hard
scattering - will be swamped by the decrease of the partornhsities at large momentum fractions
and, as a consequence, will be particularly challengingteal. At the LHC forM; >10 TeV, all Born
diagrams with Higgs propagators become completely néggigin the unitary gauge and all expectations
reduce to those in th&y — oo limit. We have compared this minimalistic definition of plasbeyond
the Standard Model with the predictions of the SM for Higgsses within the reach of the LHC.

In addition to the diagrams which are related to the proceswauld like to measuréy'V fusion,
there will be diagrams in which a pair &f's are produced without undergoingv scattering. Further-
more, diagrams related to Higgs production via Higgsstradnwill also be present, as well as diagrams
which can be interpreted as EW production or as single top production. Finally, diagsasescribing
three vector boson production, which include triple gaumgpting and quartic gauge coupling, will con-
tribute as well, since they produce the same kind of six femfinal states. Depending on the flavour
of the quarks the various subprocesses will contribute ataifere to a different degree. All processes
will be experimentally indistinguishable, apart from hgauark tagging, and will have to be studied
simultaneously.

In the following, we will concentrate on thé;lv final states. In order to isolate tAéV fusion
process from all the other six fermion final states and ingate EWSB, different kinematic cuts have
been applied to the simulated events, after vetoing topkguarhe invariant mass of the muon and the
neutrino has to reconstruct the mass dVaand is required to be in the rangéy, + 10 GeV. InVV
fusion an additionaW or aZ decaying hadronically is expected to be present. Theretwents are
required to contain two quarks with the correct flavours tphtmduced in théV or Z decay, with an
invariant mass oft 10 GeV around the central value of the appropriate EW bosbmote than one
combination of two quarks satisfies these requirementgribelosest to the corresponding central mass
value is selected. In the following, this combination wid Bssumed to originate from the decay of an
EW vector boson.

In order to reject events which can be identified with the potidn of three vector bosons, the
flavour content and the invariant mass of the two remainirgykgiis compared with & and aZ in a
second step. If compatible within 10 GeV with either vectosdn, the event is rejected. This happens
in about 2% of the cases. The events, satisfying all thesgti@onts, will constitute the “signal” sample.

These requirements are not fully realistic: no flavour infation will be available for light quarks
and b’s will be tagged only in the central part of the deted®ur aim however, is to define a “signal” in
the same spirit a€C03was adopted as such at LEP 2, which could be used to comparestiies from
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the different collaborations. The signal is not necesgdiilectly observable but it should be possible to
relate it via Monte Carlo to measurable quantities. If sudefnition is to be useful, it must correspond
as closely as possible to the process which needs to be dtanlicthe Monte Carlo corrections must be
small. At this stage, we want to isolate thé/ fusion signal from all other production channels, while
following reasonably close the experimental practice akiht into account the full set of diagrams
required by gauge invariance. It becomes then possible dtyze the differences between tR&/
fusion signal sample and its intrinsic background. This pl®vides some preliminary experience at the
generator level which could guide more realistic and cotegéudies.

In Fig.[I80, we show the distribution of the transverse mauomenof the muon, and of the dif-
ference in pseudorapidity between the two tagging quarkalfahe events and for the signal. The
“no-Higgs” case is chosen as an example, but there are nifisag differences with the case of a finite
mass Higgs boson. The muons in the “signal” tend to have adargthan the sum of all subprocesses,
and theAn between tagging quarks tends to be larger.

29.3 Higgs production inPHASE

Higgs production inVV fusion, followed by the Higgs decay 8&W or ZZ, is an important channel
over the full range of Higgs masses which will be exploredhatltHC. It is the channel with the highest
statistical significance for an intermediate mass Higgoobhd414]. PHASEis capable of simulating
Higgs production inVV fusion together with all its EW irreducible backgrounds &y Higgs mass
and is particularly useful in the intermediate mass randeres only one of the vector bosons can be
approximately treated in a production times decay approach
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29.4 The high mass region

An interesting physics possibility is to investigate, wietan elementary Higgs boson exists by mea-
suring theVW cross section at large M(W). For this purpose, kinematic distributions for M(H) =
170 GeV, M(H) =500 GeV and the no-Higgs case have been comhpar®(VW)>800 GeV since the
cross section at large M(W) for M(H) = 170 GeV and M(H) = 500 GeV is essentially due to san
versely polarized vector bosons, while the cross sectiothinno-Higgs case is due to a mixture of the
two polarizations. FigureEZI61 shows that the distributiare quite insensitive to the value of the Higgs
mass, provided it is much smaller than the invariant masBeV system. This raises the stimulating
possibility of defining Standard Model predictions for highariant mass production &fV pairs. These
predictions will obviously suffer from the usual PDF andlsaacertainties, which could in principle be
controlled by comparing with the cross section of some gmaite “standard candle” process.

We have tried several sets of cuts and we believe that usinguaaNNetwork (NN) is the most
effective way of increasing the separation between the iggg-tase and the presence of a relatively light
Higgs. Two samples of events, satisfying the cuts in TRBl@6M(H) = 500 GeV and the no-Higgs
case, respectively, have been employed to train a NN. Tienfiolg set of weakly correlated variables
have been used in the training: the difference in pseudditggietween the two bosons and between the
two tagging quarks, the transverse momentum of the taggiagkg and the cosine of the angle between
the muon and th&V boson in theW center of mass system. Some kinematic variables are shown in
Fig.[I&1 for the no-Higgs and the M(H) = 500 GeV case.

Applying a cut on the output variable, the NN can enhance #pamtion between the heavy
and light Higgs case. In Tablel37, the integrated crossmeetnd the number of events for M{V)>
800 GeV are shown for different values of the cut.

Table 37: Integrated cross section for the number of expgestents in a year at high luminosity in the two cases and their
corresponding ratios.

Ono—Higgs L= 100fb_1 OmH=500Gev | L = 100fb_1 ratio

all events 13.6fb 1360+ 37 11.6fb 1160+ 34 1.2

NN >0.54| 3.17fb 317+ 18 1.951b 195+ 14 1.6

NN >0.58| 2.28fb 228+ 15 1.131b 113+ 11 2.0
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Part Il
NLO AND NNLO QCD COMPUTATIONS

30. NLO PREDICTIONS FOR MANY-PARTICLE PRODUCTION 61
30.1

At the LHC, most of the interesting processes will involveltiaparticle final states, either through the
decay of resonances or from direct multi-particle productiHowever, only a few theoretical predictions
beyond leading order are available up to now for process#s more than two particles in the final

Introduction

®1Contributed by: T. Binoth, F. Boudjema, A. Denner, S. DitienaJ. Fujimoto, J.-Ph. Guillet, G. Heinrich, J. Huston,
T. Ishikawa, T. Kaneko, K. Kato, Y. Kurihara, E. Pilon
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state. On the other hand, it is well known that leading ordedistions have serious deficiencies like
limited predictive power due to large scale dependencgglaensitivity to kinematic cuts and poor jet
modelling. Parton shower Monte Carlos on the other handatgmedict the overall normalisation of
a process and do not perform well in describing large anglatian. As a consequence of the latter,
shapes of certain distributions may not be well describdds & especially worrisome if backgrounds
need to be extrapolated to signal regions using theorgdrealictions.

A lot of activity has been going on recently to improve thitugtion. The following sections
should serve to summarize the current situation and to atisesieeds and prospects for the near future.

30.2 Status

There are already a few QCD NL®D— 3 processes in hadronic collisions that have been calcuted
far, see Tablg38.

Table 38: List of existing predictions fap — 3 particles.

@ Although this is & — 3 process, because of its colour singlet nature the NLO QCE2ctions are simple and do not involve
more than vertex corrections. Strictly speaking, genuaresctions involvings-point loop functions do appear if one considers
the same final state initiated throughstrahlung. These contributions are small compared to idFheave, so far, not been
considered.

® This refers to theffectiveNLO QCD correction where the Higgs is produced at “leadirgestthrough the effective coupling
to two gluons. Compared to VBF this process is charactebyezktra central jet activity.

\ pp— 3 particles

process(V = Z, W) references comments

pp — 3jets [460-464] public code available [464]

pp — V+ 2jets [408, 465] public code available

pp — Zbb [466,467] masslegsquarks

W+ + g*(— bb) [468] massless quarks

pp — H + 2 jets [469-472] H through VBF, Vector Boson Fusién
pp — H+ 2jets [473] “Background” to VBE under construction
pp — Y jet [474,475]

pp — ttH, bbH [348-351,391-393,476]

pp — tth? [477] SUSY QCD corrections

pp — thH ™~ [478] SUSY QCD corrections

pp — ttjet [479] under construction

Very recently there has also been major progress in eleeakWLO corrections t@ — 3 pro-
cesses, see Talfle]39. These involve a considerable numiliegodms with many different mass scales.
The past year has even witnessed the first complete catmulatNLO electroweak corrections 20— 4
processes, TableHO.

Besides, a few calculation of NLO corrections2e— 4,5 in toy models or for specific helicity
configurations have been performed successfully, see @dbl@ne important development has been the
computation of thevirtual corrections to thé gluon amplitude [505]. Results at the amplitude level have
been given for a specific point in phase space. This is an ir@apiostep towards the computation of the
cross section at NLO. At the same time, based on the newlyajsse twistor techniques [504,508-515],
the major part of thé-gluon amplitude at one-loop has been derived [516]. Weethes expect that the
NLO correction to thel-jet cross section at the LHC are within sight.
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Table 39: List of existing calculations fer e~ — v* — 4 jets ande e, vy — 3 particles

\ eTe~ andvyy — 3 particles. |

process type of corrections references \
ete” — 4djets QCD [480-486]
ete” — vH EW [433,487-489]
ete” —efe"H EW [490]

ete” — ttH EW and QCD [491-494]
ete” - ZHH EW [495, 496]
ete™ — vy EW [497]

vy — ttH EW and QCD [498]

Table 40:2 — 4 cross sections presently available.
‘ 2— 4
process references comments

ete” — 4fermions [429,499] cross sections
[500] status report
ete” — HHvi [501] cross sections

The present panorama of the multi-leg one-loop correctiogsther with the recent emergence of
new and improved loop techniques as well as novel approatlatsas the twistor string inspired makes
it now possible to tackl@ — 3 and2 — 4 processes that are of importance for the LHC.

30.3 A -realistic NLO wishlist for multi-particle final state s

A somewhat whimsical experimentergshlistwas first presented at the Run 2 Monte Carlo workshop
at Fermilab in 2001 [517]. Since then the list has gatherectatgleal of notoriety and has appeared in
numerous LHC-related theory talks. This list containedeagnumber of multi-particle processes with
many particles in the final state. Although it was well matidifrom a data analysis point of view, many
of the processes are far beyond present calculational nhetnad tools. For example, it is unlikely that
WWW +bb+ 3 jets will be calculated at NLO soon, no matter the level ofgiby motivation, but there
are a number of high priority calculations, primarily of kgoounds to new physics, that are accessible
with the present technology. However, the manpower aveilagfore the LHC turns on is limited. Thus,

it is necessary to prioritize the calculations, both in temhthe importance of the calculation and the
effort expected to bring it to completion.

A prioritized list, determined at the Les Houches workshegshown in Tablé42, along with a
brief discussion of the physics motivation. Later in thistsm, there will be a discussion of some of the
specific theoretical difficulties to expect. Note that tis dontains onlY2 — 3 and2 — 4 processes. It
will be much more of a challenge to tackle higher multiplesst before addressing these cross sections.

First, a few general statements: usually, signhatures farpigysics will involve highpr leptons
and jets (especially jets) and missing transverse momentum. Thus, backgroundsvwt physics will
tend to involve (multiple) vector boson production (witls)eandt# pair production (with jets). The best
manner in which to understand the normalization of a crososeis to measure it; however the rates for
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Table 41: OtheR — 4 (5) calculations.

\ 2— 4 (5): special models, specific helicity amplitudes, sdddreematics.

process references comments

N-photon helicity amplitudes [502] only specific helicitgrdfigurations

6- and 7 - gluon amplitudes [503,504] for non-Susy Yang-dahly specific
helicity configurations

6- gluon amplitude [505] Result for one phase space point

(only virtual corrections)
6-scalar amplitudes in the Yukawa model [506]
2-photon 4-scalar amplitudes [507] only specific heliciyfigurations
in the Yukawa model

some of the complex final states listed here may be limitedardast in the early days) must be known
from NLO theory. NLO is the first order at which both the noriealion and shape can be calculated
with any degree of confidence.

Table 42: The LHC “priority” wishlist for which a NLO compuian seems now feasible.

process relevant for

(V € {Z,W,7})

l.pp — VVijet ttH, new physics

2.pp — ttbb ttH

3.pp — tt + 2jets ttH

4.pp — V V bb VBF— H — V'V, ttH, new physics

5.pp — V'V +2jets| VBF— H - VV
6.pp — V + 3jets various new physics signatures
T.op - VVV SUSY trilepton

e pp — VV + jet: One of the most promising channels for Higgs prodrcin the low mass range
is through theH — WW* channel, with the W’s decaying semi-leptonically. It isfusé¢o look
both in theH — WV exclusive channel, along with thé — W1/ +jet channel. The calculation
of pp — WW+jet will be especially important in understanding the lmackind to the latter.

e pp — ttbb andpp — tf + 2 jets: Both of these processes serve as backgrouttdftowhere the
Higgs decays into &b pair. The rate fott;j is much greater than that fesbb and thus, even if 3
b-tags are required, there may be a significant chance foraheytflavor mistag of & ;; event to
contribute to the background.

e pp — VVbb: Such a signature serves as non-resonant backgroutichtoduction as well as to
possible new physics.

e pp — VV + 2 jets: The process serves as a background to VBF pramuotfia Higgs boson.

e pp — V + 3jets: The process serves as backgroundifproduction where one of the jets may not
be reconstructed, as well as for various new physics sigeginvolving leptons, jets and missing
transverse momentum.
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e pp — VVV: The process serves as a background for various new physgipsasesses such as
SUSY tri-lepton production.

Work on (at least) the processes 1. to 3. of Tahle 42 is alreagsogress by several groups, and clearly
all of them aim at a setup which allows for an application toeotprocesses.

From an experimentalist's point-of-view, the NLO calcidas discussed thus far may be used
to understand changes in normalization and/or shape tloat dor a given process when going from
LO to NLO [518]. Direct comparisons to the data require aithaletermination of parton-to-hadron
corrections for the theory or hadron-to-parton correditor the data [519]. (Of course, one is just the
inverse of the other.) Both types of correction take intooaict the effects of the underlying event and
of fragmentation. For multi-parton final states, it is algz@ssary to model the effects of jet algorithms,
when two or more partons may be combined into one jet [520].

30.4 Review of theoretical approaches

In this section, first a brief overview of the existing methad tackle one-loop multi-leg amplitudes will
be given. More detailed descriptions of the individual noeithare given in sectidn-30141.

The majority of the one-loop cross sections available upote has been calculated by following
the approach pionneered by Ellis Ross and Terrano [5211622]culate real and virtual corrections and
treat the soft/collinear singularities, applying the Rais®-Veltman algorithm [438], or some variation
of it, for the tensor reduction and the evaluation of the ug integrals. This “traditional” approach
consists of the following steps for the calculation & a N particle process at partonic level:

1. diagram generation

2. calculation of the real radiation corrections (requites- N + 1 amplitudes at tree level and
subtraction of poles due to soft/collinear massless pesjic

3. calculation of the one-loop amplitude (involves + 2)—point integrals)

4. combination of real and virtual contributions, integratover the phase space
The issue of subtraction of long distance singularitiestép £. above has been solved once and for all
by the general methods, of phase space slicing [236, 523-&2& of subtraction [227, 366, 526—528],
so that, for multi-particle processes, step 3. is now théddymck. We will therefore concentrate on the
calculation of one-loop amplitudes in the following.

A loop integral for anN-point function consists of products of denominators repnéing the
propagators circulating in the loop and a numerator cdngisif a tensor structure that generally depends
on the loop momentum. When the numerator of an integral isgaddent of the loop momentum,
it is called a scalar integral. The traditional method fog ttalculation of one-loop tensor integrals
consists, through recursion, of atgebraic reduction of the tensor integrals to a set of scalar "basis
integrals”. As the basis integrals are known in analytimxfpthe virtual amplitude is expressed by
analytic functions which depend on the invariants of theegiprocess, thus having maximal analytic
control when proceeding to the phase space integrationteAdlor integrals can be expressed in terms
of scalar integrals and form factors carrying the Lorentmctire by solving a system of equations
where the unknowns are the tensor coefficients. The detannof this system of equations, the Gram
determinant, can vanish or get extremely small for somequéat configurations of phase space. This
can lead to numerical instability as the Gram determinapéags with inverse powers if the "traditional”
reduction method is used-point functions forN > 5, including scalar functions, can also be reduced
to a system of four-and lower-point functions, and in thisgass inverse determinants are generated as
well. To deal with this problem, a few methods have been wibdw recently. One can for example use
a Taylor expansion in the Gram determinant [439, 529-531¢so0rt to a numerical evaluation of some
of the integrals [439,530,532], at least for these critaihts. By stopping the reduction before only
scalar functions are reached and integrating the endpafistech a reduction numerically, the occurrence
of inverse Gram determinants can be avoided completely, p&4.
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Another way of tackling the problem is to revert to a numdraaluation of all the loop inte-
grals, which is generally called "semi-numerical” or "numcal” approach, depending on the extent of
algebraic reductions carried out before evaluating aertdegrals numerically. The borderline between
"algebraic” and "semi-numerical” cannot be drawn in a cleay. Below we first list the most recent
variants of the "algebraic/partly numerical” approach.

e Denner, Dittmaier

massive and massless,

applied to calculate the first cross section for a 6-pointqass[429, 437,439, 499, 533]
e Ellis R.K., Giele, Glover, Zanderighi

massless propagators on§73,505, 530, 534]
e Binoth, Guillet, Heinrich, Pilon, Schubert

massless and massijE32, 535]

e GRACE group
applications so far massive, massless under developjv@di536]
e Del Aguila, Pittau [537];
Van Hameren, Vollinga, Weinzierl [538]
based on spinor helicity
e Duplancic, Nizic
massless propagators ony39]
e Fleischer, Jegerlehner, Tarasov
massive only540, 541]
e Bern, Dixon, Kosower
massless propagators orfy42,543]

Besides this mostly algebraic approach, there are semencah methods, which do split into real and
virtual corrections, but largely rely on the numerical exion of loop integrals, either by doing already
the integration over the loop momenta numerically, or byieting the Feynman parameter representa-
tion of the integrals numerically. This requires the elabion of a scheme to remove the poles from the
integrals before the numerical integration. The followgrgups have worked in this direction recently:
(historical order)

e Fujimoto, Shimizu, Kato, Oyanagi [544]
Ferroglia, Passera, Passarino, Uccirati [545]
Binoth, Heinrich, Kauer [546]

Nagy, Soper [547,548]

e Kurihara, Kaneko [549]

e Anastasiou, Daleo [550]

Further, there is an approach [551-553] which avoids thitiegl into real and virtual parts by first
performing the sum over cuts for a given graph and then iategy over all momenta, including the loop
momenta, numerically. In this way unitarity is exploitedcncel soft and collinear divergences before
they show up as explicit poles. However, this method has loeén applied to the processe™ — 3 jets

at NLO so far.

Very recently, a novel approach to the calculation of ore@lamplitudes has emerged, which is
often referred to as "twistor-space-inspired” methodsA[ED8-515]. Using these methods, compact
expressions for very complex tree-level amplitudes coeléthieved, and their extension to loop level
has seen a very rapid development [504, 516, 554-561]. licpkar, the unitarity-based method of
[562,563] has seen a successful revival due to the use di@hrecursion relations [559, 564, 565]. A
very recent breakthrough is the derivation of the major ptitie 6-gluon amplitude at NLO (the rational
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parts are still missing). However, this approach being vey, it is difficult to judge whether it can be
applied to processes where several different mass scal@svaived.

30.41 More detailed descriptions of recent methods

The DD approach In the following we describe the salient features of the rmeshdescribed in
Refs. [437, 439] that have been successfully applied in #heutation of a complete one-loop correc-
tion to a2 — 4 scattering reaction, viz. the electroweak correctionsheodharged-current processes
ete” — 4f [429,499]. The described methods, thus, have proven thigibility in practice.

Particular attention is paid to the issue of numerical §itgbFor 1- and 2-point integrals of arbi-
trary tensor rank, general numerically stable results seeluFor 3- and 4-point tensor integrals, serious
numerical instabilities are known to arise in the frequeniged Passarino—\Veltman reduction [438] if
Gram determinants built of external momenta become smaiilefPassarino—Veltman reduction is ap-
plied if Gram determinants are not too small, for the remrmgjrproblematic cases dedicated reduction
techniques have been developed. One of the techniquesesytiee standard scalar integral by a specific
tensor coefficient that can be safely evaluated numeriealtireduces the remaining tensor coefficients
as well as the standard scalar integral to the new set of bdsigrals. In this scheme no dangerous
inverse Gram determinants occur, but inverse modified @ajééerminants instead. In a second class
of techniques, the basis set of standard scalar integriaépis and the tensor coefficients are iteratively
deduced up to terms that are systematically suppressed &y Gnam determinants or by other small
kinematical determinants in specific kinematical configjores; the numerical accuracy can be system-
atically improved upon including higher tensor ranks. FoaBd 6-point tensor integrals, reductions to
4- and 5-point integrals, respectively, are employed tbatat involve inverse Gram determinants either.

Finally, we summarize some information that is relevantli@r practical use of the methods.
1. The methods are valid for massive and massless cases. pvemisely, the formulas given in
Refs. [437, 439] are valid without modifications if IR diverices are regularized with mass pa-

rameters or dimensionalff. The IR, i.e. soft or collinear, singularities naturally app in the
standard scalar 2-point, 3-point and 4-point functionsit€imasses can be either real or complex.

2. The input and output structure of the methods is the sanfm @asnventional Passarino—Veltman
reduction, where momenta and masses are used as input andntezical values of all tensor
coefficients (and the scalar integrals) are delivered gaubuT his means that no specific algebraic
manipulations are needed in applications, so that the whetbod can be (and in fact is) organized
as a numerical library for scalar integrals and tensor aoefits.

3. Up to now, the methods are explicitly worked out f¥kpoint integrals withNV < 6, which is
sufficient for2 — 4 particle reactions. The extension to higher-point fumics straightforward.

4. All relevant formulas are published and ready for diregblementation without further manipu-
lations. Only the scalar 3- and 4-point functions are nedoed elsewhere.

The BGHPS approach The method described in [532] to compute multi-particlecpsses relevant
for the LHC at one-loop level has the following main features

1. validity for an arbitrary numbelv of external legs

2. validity for both, massive and massless particles

3. algebraic isolation of IR divergences

4. flexibility in applying reduction algorithms algebraliggnumerically, depending on phase space

regions
5. numerically stable representations of reduction bagjdilocks

2For the method of Ref. [437], this has been shown in Ref. [533]
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In our approach, point 3. above is achieved by means of aatiiteralgebraic reduction which decom-
poses anyV-point one-loop scalar/tensor integral into an infrareitdi part and an infrared-divergent
part. No regulator masses for soft and collinear divergeace needed in our formalism as we regulate
all divergences by working in = 4 — 2¢ dimensions. Our reduction endpoints (“basis integralsg) a
chosen such that all IR divergences are contained in 3-pmidt2-point integrals, which have simple
analytical representations, allowing for a straightfamvesolation of thel /e poles. The most compli-
cated building blocks of our reduced amplitude, the 4-pfunttions inn + 2 andn 4 4 dimensions, are
always free from IR divergences.

We thus express all loop diagrams algebraically as linearb@mations of spinors, (contracted)
Lorentz tensors and form factors. The form factors are sgored on a basis of 1-,2-,3- and 4-point
functions. The special feature of our set of basis integraisists in the fact that it is carefully designed
not to introduce dangerous denominators which are presemiany standard approaches. As proven
in [532], this can only be achieved if some of the basis irdkgare not purely scalar integrals, but do
have Feynman parameters in the numerator. More in detaibasis integrals are, apart from trivial 1-
and 2-point functions: 3-point functions in d = n andd = n + 2 dimensions and 4-point functiorlsg
ind = n+2 andd = n+4 dimensions, wheré} andI$ can have up to three Feynman parameters in the
numerator, ana’gfr2 andI}f*”‘ can have up to one Feynman parameter in the numerator. Thehsimal
notation for this basis set is thus

{I§(17jl7jlj2aj1j2j3)a Ig—’_z(lmjl)a Ig(l7jl7jlj27jlj2j3)7[Z+4(1aj1)} . (69)

We have shown thainy N-point one-loop amplitude can be expressed in terms of @wssbsuch that
no inverse Gram determinants are introduced at all, and l#gvation of further higher dimensional
integrals is avoided. The evaluation of aM¢point amplitude represented in this way is therefore re-
duced to the evaluation of the basis elements. This poierseb item 4. of the above list. In our
approach, the evaluation of the integrals[inl (69) can be dgtienally by further algebraic reduction,
which offers the possibility to algebraically simplify texpressions further. This proved useful in the
amplitude computations fajg — ~~vg [475] andgg — V*V* — i’V [314,566], both relevant to
Higgs phenomenology at the LHC. On the other hand, we praxdiehes to numerical representations
of our building blocks. The latter are completely free ofaddrpic objects which might induce numerical
problems. By combining these two possibilities, using gsvéne one which is more appropriate in the
corresponding phase space regions, one arrives at algelngiitude representations — which allow for
a fast evaluation — in the bulk of the phase space and robusémcal representations in critical phase
space regions. For the latter we propose a method based twucaeformation of multi-dimensional
parameter integrals to numerically evaluate our basigiate. The evaluation of processes given in the
“wishlist” using these methods is presently under consisac

The GRACE approach The GRACE system is a highly automatised tool for the contjmurteaof total

cross sections both at tree and loop level, starting fronfréy@man diagram generation, complex Dirac
and tensor algebra, loop integration and integration ohase space and event generation. Recently
a series o2 — 3 and a couple o2 — 4 (see TableE-30.%0) processes in the electroweak sector that
involve a very large number of Feynman diagrams have beempe@u demonstrating the power of the
system. To carry this success to NLO QCD multi-leg processmae new techniques have recently been
developed in particular to deal with massless patrticles.

For the electro-weak processes with massive particleslating in the loop, all tensor reductions
of two, three and four-point functions are performed by s@\a system of equations obtained by taking
derivatives with respect to the Feynman parameters [56Ifhigher orders parametric integrals corre-
sponding to the tensor integrals can then be recursivelyatefrom the scalar integral. The two-point
integrals are implemented using simple analytical formulBhe scalar 3-point function and all but the
infra-red divergent 4-point scalar functions are evalddkeough a call to the FF package [568]. For the
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infrared four-point function, GRACE supplies its own opiied routines through some rather simple
analytical results [569] that lead to an efficient compledacellation of infrared divergences between
these loop functions and the infrared factors from the refilsemsstrahlung part. Although this tensor
reduction can potentially lead to instabilities due to iseeGram determinants, this has not been an issue
for the host of multi-leg processes that we studied.

To extend the system, a fully numerical method to calculatg lintegrals, a numerical contour-
integration method, has recently been developed [549].plintegrals can be interpreted as a contour
integral in a complex plane for an integrand with multi-oie the plane. Stable and efficient numerical
integrations along an appropriate contour can be perforimescalar and tensor integrals appearing in
the loop calculations of the standard model.

For the massless case as would be needed for NLO-QCD precasset of one-loop vertex and
box tensor integrals with massless internal particles le&s lobtained directly without any reduction
method to scalar-integrals [536]. Results with one or twasha external lines for the vertex integral and
up to one massive external line for the box integral have lkeeeloped. The dimensionally regularised
functions allow to extract the infra-red and collinear goleThe results are expressed through very
compact formulas for an easy numerical implementation. fBnsor integrals for the box with two
or more off-shell external legs are under development.

A method to construct event-generators based on nexattiflg order QCD matrix-elements and
leading-logarithmic parton showers is developed by a GRA@GkIp [570]. Matrix elements of loop
diagrams as well as those of a tree level can be generategl aisinutomatic system. A soft/collinear
singularity is treated using a leading-log subtractionirodt

The PDF and PS include leading-log(LL) terms of the inigtdte parton emission. If one com-
bines the matrix element with the PDF or PS very naively, areot avoid double-counting of these
LL-terms. Our proposal to solve this problem is to subtrhetliL-terms from the exact matrix elements
as

s |
orrey = ——— [ 4@
Flsu 200 2)vrer Jor,,, T

1 _
fro(z,s) = 167 <;—;> ? ]éw) (1 - w)

The second term of the integrand is the LL-approximationhefreal-emission matrix-elements under
the collinear condition. Higher soft/collinear correctiby the parton shower method is combined with
the NLO matrix-element without any double-counting in timsthod.

2 2
MY, —‘M%)(Sfﬁ) fLL(%S)],

30.42 Combination with parton showers

To date, experimentalists have been more comfortable wédigtions at the hadron level produced by
interfaces to parton shower and hadronization programs. LEs Houches Accord (2001) provides an
interface between matrix element and parton shower/hahition programs but cannot be used directly
for the NLO processes discussed thus far. There is the dafgeuble-counting of some of the higher

order corrections since these can also be produced by ttenpsitower as well as by the matrix ele-
ment. In addition, the more complex matrix element caléoitest contain many contributions with large

negative weights, which are not conducive to a Monte Cadméwork.

In a parton shower interface, a specific subtraction scheost be implemented to preserve the
NLO cross section. As each parton shower Monte Carlo mayuoed different real radiation compo-
nent, the subtraction scheme must necessarily depend dahie Carlo program to which the matrix
element program is matched. The presence of interferefeetefvith NLO calculations requires that a
relatively small fraction £ 10%) of events have negative weights (of value -1).

Several groups have worked on the subject to consistenthybo@ partonic NLO calculations
with parton showers.
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e Collins, Zu [571,572]

e Frixione, Nason, Webber (MC@NLO) [308, 309]

e Nason [573]

e Kurihara, Fujimoto, Ishikawa, Kato, Kawabata, Munehisandka [570]
e Kramer, Soper [574-576]

e Nagy, Soper [577,578]

MC@NLO is the only publically available program that comgsrNLO calculations with parton
showering and hadronization. The Herwig Monte Carlo is Usedhe latter. The processes included
to date are:(W, Z, v, H,bb, tt, HW, HZ, WW,W Z, Z Z). Recently, single top hadroproduction has
been added to MC@NLO [579]. This is the first implementatiba process that has both initial- and
final-state singularities. This allows a more general aategf additional processes to be added in the
future. Work is proceeding on inclusion of inclusive jet guation and WW fusion to Higgs. Adding
spin correlations to a process increases the level of diffibuit is important for processes such as single
top production.

31. ONE LOOP GLUON INITIATED CORRECTIONS IN DIPHOX 63
31.1 Introduction

Direct photon pair production is an important backgroundtifie low mass Higgs. An analysis of the
diphoton background at LHC has been performed in [580]. Arfekt to leading order study of direct
photon pair production in hadronic colliders is also inargied in DIPHOX [581], except fojg —
vy + X at NLO.

Because LHC is a gluon factory, gluon fusion is a very impurtzackground for Higgs search at LHC.
In this work, we focus on the implementation of the real dbotion of gluon initiated processes of
photoproductionj.e. one loopgg — ~v + g diagrams, into DIPHOX. We consider the result of the
direct calculation of this amplitude [582]. After reviewirthe analytical framework, we will investigate
some numerical results from DIPHOX.

31.2 Analytical framework
Two topologies are associateddgg — vy + g:

P5

Ps
P

q4 Dy

q1 q3

ﬁ G2
P2 Ps

Fig. 162: The two topologies afg — vy + g-

The calculation of the matrix element squared has been rpeefd thanks to an analytic FORM
[583]/MAPLE [584] code, and a numerical Fortran code.
The analytical amplitudes can be written in function of tledistrength tensaf, whereF is defined

&Contributed by: F. Mahmoudi
%Note that in order to have the complete NLO corrections, @t add the two loop virtual corrections as well.
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as [582]:
po_ ey v
Fi =pje; —pje; . (70)

The representation in function of the field strength tensonat unique, and it is possible to find a
common structure for all helicity amplitudes:

P Tr(F F ) Tr(F i 7
2534845535

At = Tr(Fy F3)TH(FS 7)) <Cl—++++ (P2 F - pa) + Cy T (py - F - ps)

(71)

72
533 515 (72)
At+HH— Tr(F F)TH(F ) O+
2 2 1
512 534
N s Tr(Fy Fy )Tr(F 7))

(
o
(
(

(p1-F5 -p3) +CS T (pr- F5 - pa) (73)

)

)
Or (s F p2) + Gy (s ) (74)

)

)

o Tr(FFFO T (F Fe . -
e LG 322)32( 175) CrP 7 (pa Ff op2) + G (pa - F o)) (75)
12 515
e TUFESFDTFCFD) (i .
AT = (%5 332)32( 1 75) Cro  (po- Ff ps)+ Cy T (po- Ff -p3))  (76)
23 515

One can obtain the coefficient$, et Cs using theC’s of [582]. C7 andCs contain logarithmic terms
(from two point functions), 6 dimensional integrals (fouwimt functions) and constant terms. These
amplitudes share a basic structure il AF 75°), p; - Fj; - p;, with real and complex coefficients. It is
possible to write the field strength tensor terms in functibepinor products [585]. One can show that:

T(FF) = —((pip)))? (77)
To(FF) = —((pipi)? (78)
and )
TH(FF R = 7 (pivs)" (pjpr)" (Pepi)” (79)
And for the scalar products:
1 * *
pi- Fiopj = ﬁmpﬁ(pzpw (pepi)™ (80)
_ 1 “
pi-Fp pj = ﬁmm (pi ) (P pj) - (81)

The six dimensional box integrals can be calculated amalyi [586], and written as:

1

@b = L¢2(1 - 5) n Lig(l - f) - Li2<—é) - Lig(—9> . (82)

a b a b

Thanks to these relations, it is possible to calculate tked smuared amplitude. This result has been
implemented into DIPHOX.

Another interesting study concerns the collinear limitstiod amplitudes, which on one side, allows
the study of the cancellations of singularities, and on thermside, can be used as a cross-check of the
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results. For example, in the case3of| 5, one can defings = =z P35 andp; = (1 — z) P35 and show
that [585]:

A++++_ _ 1 1 22 <plp2>* <P35P4>*

ps]ps 22 (p3ps)* \/z(1 — 2) (p1p2) (Psspa)

1 1 (1—2)% (Psspa) (Pssp2) (papa)*
2v2 (p3ps) \/2(1 —2) (p1p2) (p1pa) (p2pa)

(83)

Thus, the amplitude appears as the superposition of theitad®lof 2 gluons— 2 photons with a
positive helicity for particle 3, plus the amplitude with egative helicity for particle 3. The coefficients

22/\/2(1 — z) and (1 — 2)2/+/2(1 — z) are related to the well-known splitting functions [587, E88

the first one corresponding to the case where a gluon of pegiglicity produces a collinear gluon of
positive helicity and of momentum fraction whereas the second one corresponds to the case where
a gluon of positive helicity produces a collinear gluon ofatve helicity. Hence, one can write the
amplitude under the form:

A1 A2A3A4 A5

ol (p1, D2, D3, D1, P5) = ZSA (32, p25) A2 () ) s+ ps.ps) . (84)

where \ refers to the helicity and’ are the splitting functions. Reproducing this well-knovesult
constitutes another test of the amplitudes.

31.3 Numerical results

We use for the spinor products definitions given in [589]. §idaring a quadrivectdr” one can use the
following notations:
ky =kot+k, , (85)

and
ky =ky+iky, = k| = \/kik_e¥r . (86)
With an adequate choice of phase, we can find:

Nz
)= | VR ®7)

0

and
0

k-) = \/,T_Oe_wk : (88)
Vs

Consequently, one has:

<k’1k‘2> ]{71 |k‘2+ \/k?l ]1724.6 \/k:1+k:2_ew2 . (89)

Using these relations, one can evaluate the numerical vhle@ch amplitude, and so the matrix element
squared. To avoid the numerical difficulties concernindirvedr singularities, we used a multiprecision
package [590] which enables an arbitrary level of numemcision.
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To implement this matrix element squared into DIPHOX, weofelthe same procedure as presented
in [581]. Let us consider the physical case:

g(p1) + g(p2) — v(p3) +v(pa) +9(ps) - (90)

In this case, the only possible collinear singularities ednomp; || ps or if py || ps. To isolate the
part containing potential collinear or infrared singuias, we consider in the matrix element squared
the coefficient of the eikonal factor:
Bpp = —21P2 ) (91)
P1-P5 P2-P5

which we callH15(ps). Therefore the matrix element squared can be written as:
|M|?* = Hiz(ps) Era - (92)
Hy5 can then be implemented into DIPHOX to obtain the cross @ecti

We consider the LHC energy and use the kinematic cuts frorAThé\S and CMS proposals [591,592],
specifically for the transverse momentum of the most energkbton (photon 1)pr (,,) > 40 GeV, and
the rapidity:|n| < 2.5. The isolation criterion of photons requires that the anh@fihadronic transverse
energy deposed inside a cone of a certain radius and oritovtedds the photon is smaller thé& ..,
fixed by the experiment. We used the CTEQ 6 set of parton bligion functions [593].

In Fig. [I83 is plotted the invariant mass distribution of fiteoton pair for the exclusive production
of two photons and one jet. We require each pair of particdebet separated by at least 0.3 in the
rapidity—azimuthal angle space:

ARyep = /AP + A2 > 0.3 (93)

where¢ is the azimuthal angle between the photons. The factavizatnd renormalization scales are
given by:

w=M*=m (94)

2 2
v T P71 ety >
wherem,,, corresponds to the invariant mass of the photon pair. Thétseare in agreement with those
of [594].

In Fig. is represented the cross-section of inclusieelyetion of two photons in function of the
transverse momentum of the photon pair, and in function efatimuthal angle between the photons.
Using the kinematic cuts of ATLAS and CMS, one imposes fortthasverse momentum of photon 1.:

DT (1) > 40 GeV , (95)
and for the transverse momentum of photon 2:
PT (v) > 25 GeV . (96)

Here we choose the renormalization and factorization scede

1
p?=M?* = Zm'zw . (97)

The results depend on the scale choice. For the isolatiterion of the photons, we now impose:

Erima: > 15 GeV | (98)
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Fig. 163: Invariant mass distribution of exclusive prodoctof two photons and one jet.

and, for the radius of the isolation cone;:
R= /A2 + A2 >04 , (99)
with an acollinearity cut between photons of:
M., > 80 GeV . (100)

For the transverse momentum distribution, we require sW@ise momentum cyt- > 20 GeV for the
photon pair.

As a comparison, the contributionsdifect, one fragmentatiomndtwo fragmentationphotoproduction
processes are also presented on the figure. One can notickthhis choice of scales, the contribution
of gg — 7 + jet is smaller than the direct and one fragmentation contilogti but bigger than the
two fragmentation contribution.

31.4 Conclusions

The one loop3g2+y corrections @g order) have been incorporated into DIPHOX using the resaflts
the direct calculation of the matrix element squared. Tiselte are in agreement with those extracted
from the 5g amplitude. A comparison between transverse momentum antutmal distributions of
the photon pair of direct, one fragmentation, two fragmemtaand gluon initiated processes has been
performed. The next step would consist in the implementatifcthe virtual correction of two loop gluon
initiated process into DIPHOX to obtain the complete NLOwaecy.
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32. THE ARCHITECTURE OF NNLO CROSS SECTIONS 65
32.1 Introduction

QCD is an important component of the Standard Model, andphaly a fundamental role at the LHC.
Within the known Standard Model, it will be important to haae evaluation as precise as possible of
the strong coupling constantg, of the parton distributions, of the electroweak paransetand of the
LHC parton luminosity. Beyond that, a precise determimatibHiggs and New-Physics production, and
particularly of their backgrounds, will be essential, in@rto interpret New-Physics signals.

At high Q2 any production rate can be expressed as a series expansion iBecause QCD
is asymptotically free, the simplest approximation is taleste any series expansion at leading order
in ag. However, for most processes a leading-order evaluatieldyiunreliable predictions. The next
simplest approximation is a NLO evaluation, which usuallpves for a satisfying assessment of the
production rates. In the past 25 years, many efforts hava besle to compute production rates at
NLO and to devise process-independent methods [485, 523528, 527,596—600] to compute rates at
NLO accuracy (see the NLO section of these proceedingsprirecases, though, the NLO corrections
may not be accurate enough. Specimen cases are: the extrattig from the data, where in order
to avoid that the main source of uncertainty be due to the Ni&uation of some production rates,
like the event shapes of jet productioneihe™ collisions, only observables evaluated at next-to-next-t
leading order (NNLO) accuracy are considered [601]; opguark production at the Tevatron, where
the NLO uncertainty bands are too large to test the theor®][@6) the data [603]; Higgs production from
gluon fusion in hadron collisions, where it is known that MieO corrections are large [604, 605], while
the NNLO corrections [606—608], which have been evaluatethé larges:, limit, display a modest
increase, of the order of less than 20%, with respect to th® BNaluation; Drell-Yan productions &¥
andZ vector bosons at LHC, which can be used as “standard carndl@séasure the parton luminosity
at the LHC [609-612].

In the last few years the NNLO corrections have been compottt total cross section [606,613]
and to the rapidity distribution [207, 614] of Drell-Yan phaction, to the total cross section for the
production of a scalar [606—608] and a pseudoscalar [683,8lggs from gluon fusion as well as to
a fully differential cross section [617, 618], and to jet gmotion ineTe™ collisions [619-621]. The
methods which have been used are disparate: analytic ati@gr which is the first method to have
been used [613], cancels the divergences analytically,jsafiexible enough to include a limited class
of acceptance cuts by modelling cuts as propagators [20763@, 616]; sector decomposition [617,
619, 622—627], which is flexible enough to include any acmeqé cuts and for which the cancellation
of the divergences is performed numerically; subtract@f#?il| 626, 628—635], for which the cancellation
of the divergences is organised in a process-independgnbyvaxploiting the universal structure of the
infrared divergences of a gauge theory, in particular theewsal structure of the three-parton tree-level
splitting functions [636—641] and the two-parton one-la@pfitting functions [563, 642—645].

The standard approach of subtraction to NNLO relies on defigipproximate cross sections
which match the singular behaviour of the QCD cross sectioral the relevant unresolved limits.
In general, the definition of the approximate cross sectionst rely on the single and double unre-
solved limits of the QCD squared matrix elements. Althouaghpoutlined above, the infrared limits of
the QCD matrix elements have been extensively studied otimeuiae presented in the literature do not
lend themselves directly for devising the approximate £sextions for two reasons. The first problem is
that the various single and double soft and/or collineaitéimverlap in a very complicated way and the
infrared-factorisation formulae have to be written in sémtms that these overlaps can be disentangled,
so that the double subtraction is avoided. The second prolsé¢hat even if the factorisation formulae
are written such that the double subtraction does not otleiexpressions cannot straightforwardly be

%Contributed by: V. Del Duca, A. Gehrmann-De Ridder, T. Gelmm E.W.N. Glover, G. Heinrich, G. Somogyi,
Z. Trocsanyi
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used as subtraction formulae, because the momenta of ttoagan the factorised matrix elements are
unambiguously defined only in the strict soft and collineanits. In order to define the approximate
Cross sections, one also has to factorise the phase spdee wiresolved partons such that the singular
factors can be integrated and the remaining expressiondeaombined with the virtual correction,
leading to cross sections which are finite and integrableun dimensions.

In the sector decomposition approach, the singularitiesigolated by an algebraic procedure
acting on the integration variables, which is iterated inaatomated way. The pole coefficients are
integrated numerically. This method avoids the manualpsefua subtractionn scheme, but leads to
rather large expressions as the number of original funstisrincreased in each iteration of the sector
decomposition.

In the following, variants of both the “standard subtragtiand the sector decomposition approach
will be described briefly.

32.2 The approach of Del Duca, Somogyi, Tricsanyi %6

In the context of the standard subtraction, a subtractibtrerse was presented in [635] for processes
without coloured partons in the initial state. Namely, sattion terms were explicitly constructed,
which regularise the kinematical singularities of the sgqdamatrix element in all singly- and doubly-
unresolved parts of the phase space, in such a way that thcidn terms avoid all possible double
and triple subtractions. Thus, the regularised squaredbelement is integrable over all the phase
space regions where at most two partons become unresolvgzhrticular, new factorisation formulae
were presented in the iterated singly-unresolved limitdHe colour-correlated and the spin-correlated
squared matrix elements. It was pointed out that soft fesgttion formulae do not exist for the simul-
taneously spin- and colour-correlated squared matrix etesy which indicates that within the scheme
envisaged in [635] the azimuthally correlated singly-oelar subtraction terms must not contain colour
correlations. This can be achieved naturally for those gsses where the colour charges in the colour-
correlated squared matrix elements can be factorized ateiypl which occurs only for processes with
no more than three coloured hard partons [521], that igfer- — 2,3 jets in this context. For pro-
cesses with more coloured hard partons a subtraction sctienavoids such correlations was outlined
in Ref. [635]. However, that paper did not consider the sdqmoblem mentioned above, namely the
phase space of the subtraction terms. In the following, wikneua possible solution to that. In order to
avoid a lengthy introduction to the notation, we use the saatation as Ref. [635].

32.21 Subtraction scheme at NNLO

The NNLO correction to anyn-jet production rate is a sum of three contributions, thetdipueal, the
one-loop singly-unresolved real-virtual and the two-lamubly-virtual terms,

O_NNLO — / dO—?E{l}—:i{—Z‘]m"'Q _|_ / do‘rfril\-/;l']m‘i'l —|— / do‘7\T/lVJm . (101)
m+2 m+1

m

The three contributions in Eq_(II01) are separately div@rgeut their sum is finite for infrared-safe
observables. As explained in Ref. [635], we rewrite EQ.Jj1l

AN~ [ aO [ aaio s [ agito, (102)
m+2 m+1 m

where the integrands

NNLO RR RR,A RR,A RR,A
dopys” = [d0m+2Jm+2 —doy, 5 I — doy, o Iy +doy, m] e=0 (103)

%Authors: V. Del Duca, G. Somogyi, Z. Trocsanyi
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do¥i© = [damHJmH Ao 3" i+ / (donits" m+1—daili’§12Jm)} . o
e=0

and
doNNLO {davv / doie 4 / dai\ifl} o (105)
2 1 e=0

are sparately finite, thus integrable in four dimensionsdastruction. Abovela,fiif? anddaiifl are

the counterterms regularising the doubly- and singly-soiked limits ofdo 2R 1o respectively while the

overlap of these is accounted for Byfﬁf” The singly-unresolved limits afoRY, 1 are regularised

by the counterternﬁlafﬁ’1 '. In this contribution we will deal exclusively with the suattions needed

to regularise the doubly-real emission.

32.22 Subtraction terms for doubly-real emission

The general setup The cross SeCtIOdam+2, is the integral of the tree-level squared matrix element
for m + 2 parton production over thes + 2 parton phase space

oy = dgm MW 2. (106)

We disentangled the overlap structure of the singularitiesM?), |2 into the piecesA,| M), 2,

Al\Mffb)Jrz\? andAlg\Mffb)JrzP in Ref. [635]. These expressions are, as they stand, onlyetkfn the
strict soft and/or collinear limits. To define true coundems, they need to be extended over the full
phase-space. This extension requires a phase-spacedatibor that maintains momentum conservation
exactly, but such that in addition it respects the structfrdelicate cancallations among the various
subtraction terms. Then the counterterms may symbolitalwritten as

dorfote = dg(™ [dp@)]Ax MY, 2, (107)

oty = det™ ) [dpV]A | MY, (108)
and fRA

dorfhiz — 4g) [dpM] [dp™M])Asa| MO, |2, (109)

where in Eqsﬂ]I]?)E(I(Dg) we used a calligraphic notatiorinthcate the extension of the terms
Ao MY \M(0+2]2 andAle/lerQP over the whole phase space.

Singly-singular counterterms The singly-singular counterternatl|/\/t£2)+2|2 reads

VHIVEREES D) DS o yiocy | (110)
r i#£r i#r

Here the singly-collinear term is

1
Cz'r = 8WQ5M28;<Mm+1’ fifr (Zz T Zr 7y kJ_ AT )‘Mm+1> (111)

whereP}?}r(zi, zr, k1 ;€) is the Altarelli-Parisi splitting function. We define the mentum fractions
Zirandz,; as
S; S
Zip = L - and  z,.; = e , (112)
SiQ + SrQ SiQ + SrQ
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i.e., the energy fractions of the daughter momenta of thittisglwith respect to the energy of the parent
parton. The transverse momentém;, is given by

~ S; S;
]{,"u L= > . Tw Ho_ 5 .o /J’ 5 . 5. ~H‘ , 113
Lo (zl’r ir(8iQ + $rQ) Pr= o air(siQ + $rQ) Pi F Cri = Zr )Py (113)

where we used the abbreviatiofyg) = 2p; - @, s,q = 2p, - Q.

Them + 1 momenta entering the matrix elements on the right hand Siée qT11) are defined
as follows

) 1 N 1 .
Py = 1_7%@? tor—an@), = airpﬁ, n#i,r, (114)

where

0 = (pi +pr) - Q — \/[(1: ) QP —si s e

andQ* is the total four-momentum of the incoming electron and fposiands = Q2. Clearly, the total
four-momentum is conserved,

B+ Bh =i+l + ) vh (116)
The singly-soft term is
2 1 (0) ()
Sp = =8masp® Y Y SSu(r) My [TiTh| M) (117)
i ki

if r is a gluon, ands,. = 0 if r is a quark or antiquark. The& + 1 momenta entering the matrix element
on the right hand side of Eq.{T117) are defined in by first résgalll the hard momenta by a factof A,
and then transforming all of the rescaled momenta by a Lprteabsformatiom\};,

Pp = A[Q,(Q — pr)/A](Ph/Ar) . m#ET, (118)
where _ _ ~
[ s =, 2AK+KMK+K), 2K'K,

The matrixA%[K, K] generates a (proper) Lorentz transformation, provifidd= K2 = 0. Sincep!' is
masslessi2 = 0), the total four-momentum is again conserved.

The eikonal factor in EqL{I17) is
2s.
Sik(r) = —k (120)

)
SirSrk

and the sum in EqC{I17) runs over the external partons ofithel parton matrix element on the right
hand side.

The soft-collinear subtraction is given by

22,’77“

1
CirSp = SWQSNZ(E_' Tz2 ’Mggz,-l‘z ) (121)

Sir Zrj

if risagluon, and;,.S,, = 0if r is a quark or antiquark. The momentum fractions are givendp\{E2).

As pointed out in Ref. [635], the correct variables in theaggd matrix element in the soft-collinear limit
are those that appear in the soft limit. Thusthe- 1 momenta entering the matrix elements on the right
hand side are again given by Hq. 1118).
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The momentum mappings introduced in EGS.J114) &ndl (118) lkad to exact phase-space fac-
torisation in the form
dgt" D =dp" V) [dp], (122)

where then + 1 momenta in the first factor on the right hand side are exaletge defined in EJC{TIL4)
or Eq. [IIB). The explicit expressions fap")] read

1— m(d—2)— d
@] - ( — )™ sig O~ ) 6 (), (129)
d
ap] = A;“<d—2>—2 O b5, (p2). (124)

for the collinear and soft phase-space factorisations. (@fgd) and[[11B)) respectively. In EG.{123).
is understood to be expressed in terms of the varigble

s 550 =900 + 45,5 (5 = 550) = (5,5 + 55 — 51)

s (125)

A =
Z«Q)

The analytical integration of the counterterms over théoiaged one-parton phase—spddp(l)]
is then possible. Details of these integrations will be giesewhere.

32.23 Doubly-singular and iterated counterterms
The doubly-singular and interated counterterms are régpgcdefined by

A2|M£23_2|2 :ZZ{ Z [ Czrs +Z zr,js+ (asir;s_ irs zrs_ Z Czr,js 2rs>]

r o s#r \i#rs VESN s jFi,r,s

+% Srs - Z [CSZ'T;SSTS + %Cirs (S}«\; - Sy«As) + Z %Cir;js S?“s] }(126)

i#nr,s J#i,T,S

and

1
A MO, =3 [&AQ;MSLQP 35 O Mo = cktstAszSLﬁ] . (127)
t k#t k#t

where the three terms in EQ.{127) each evaluate furtheramig expressions. Leaving all details to a
further publication, here we only note that similarly to #iegly-unresolved counterterms in Hg.(]L10),
each term in Eqd{I126) and (127) represents an extensioneobfothe limits discussed in Ref. [635].
The momentum mappings used for the various terms are eitmabinations of those introduced in
Eqgs.[II#) and{I18) or simple generalisations thereofcEplaase-space factorisation is again possible.
Using those factorised phase spaces, it is straightforivavdrite Eq.[I0B) explicitly. We have coded
Eq. (I03) for the case wheiv—mJr2 is the fully differential cross section for the process~ — qgggg
(m = 3) and J; defines theC-parameter. We found that the integral df¥Y5© is indeed finite and
integrable in four dimensions using standard Monte Carlthous.

32.24 Outlook

The subtraction scheme outlined here uses the known siagty-doubly-singular limits of the squared
matrix elements. These limits overlap and a way of diseiéangnt was presented in Ref. [635]. In
this contribution we discussed how to make the next step,ehame outlined the exact phase space
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factorisations we propose for the collinear and soft selita terms. Putting the subtraction terms
on the factorised phase space allows us the integrationeositigular factors such that the remaining
expressions can be combined with the virtual correctionis Tritegration and combination is left for
future work.

32.3 The antenna subtraction approactf’
32.31 Method
An m-jet cross section at NLO is obtained by summing contrimgifsom (m + 1)-parton tree level and

m-parton one-loop processes:
s v
/ doRiro + / doyro| -
dq)m+1 d®,,

The cross sectiono¥, , is the (m + 1)-parton tree-level cross section, while;, , is the one-loop
virtual correction to then-parton Born cross sectiatv”. Both contain infrared singularities, which are
explicit poles inl/ein da}(,LO, while becoming explicit irdaﬁ,w only after integration over the phase
space. In general, this integration involves the (ofterattee) definition of the jet observable, such that
an analytic integration is not feasible (and also not appatg). Instead, one would like to have a flexible
method that can be easily adapted to different jet obsersain jet definitions. Therefore, the infrared
singularities of the real radiation contributions shoutdextracted using infrared subtraction terms. One
introducesloy; ,, which is a counter-term fato %, ., having the same unintegrated singular behaviour
asdaﬁ,LO in all appropriate limits. Their difference is free of digences and can be integrated over the
(m + 1)-parton phase space numerically. The subtraction thfﬁgw has to be integrated analytically
over all singular regions of thén + 1)-parton phase space. The resulting cross section addeé to th
virtual contribution yields an infrared finite result. Seafemethods for constructing NLO subtraction
terms systematically were proposed in the literature [8835,526,527,596,599,600]. For some of these
methods, extension to NNLO was discussed [628, 629, 631635 and partly worked out. In this
section, focus is on the antenna subtraction method [485, &ich is extended to NNLO [621].

The basic idea of the antenna subtraction approach at NL® dsristruct the subtraction term
do®;; o from antenna functions. Each antenna function encapsugditsingular limits due to the emis-
sion of one unresolved parton between two colour-connelcéed partons (tree-level three-parton an-
tenna function). This construction exploits the univefaatorisation of phase space and squared matrix
elements in all unresolved limits, depicted in Figlirel16Be ihdividual antenna functions are obtained
by normalising three-parton tree-level matrix elementh#&corresponding two-parton tree-level matrix
elements.

At NNLO, the m-jet production is induced by final states containing up(#to + 2) partons,
including the one-loop virtual corrections to: + 1)-parton final states. As at NLO, one has to introduce
subtraction terms for thém + 1)- and (m + 2)-parton contributions. Schematically the NNL@-jet
Cross section reads,

dUNLO = / (dU]I\%fLO — do‘]%LO) +
d®m41

_ R S s
donnro = / (donnro —doRnro) + / doynro
d<1>m+2 dq>m+2

Vi1 VS,1 VS1
+ / (dUNNLo - dUNNLO) + / donNro
dq)yn+1 dq)'nH»l

V.2
+ / donnro >
AP,

wheredo? v, denotes the real radiation subtraction term coincidingh wlie (m + 2)-parton tree

level cross sectiodo; , in all singular limits [636-641]. Likewiselo )y, is the one-loop virtual

87Authors: A. Gehrmann-De Ridder, T. Gehrmann, E.W.N. Glover

189



Fig. 165: lllustration of NLO antenna factorisation remesing the factorisation of both the squared matrix elesmant the
(m + 1)-particle phase space. The term in square brackets repsdsh the antenna function and the antenna phase space.

Fig. 166: lllustration of NNLO antenna factorisation reggating the factorisation of both the squared matrix elésnand the
(m + 2)-particle phase space when the unresolved particles avaramdnnected. The term in square brackets represents both
the antenna function and the antenna phase space.

subtraction term coinciding with the one-logp: + 1)-parton cross sectioda]\/,’}vw in all singular
limits [563, 642—645]. Finally, the two-loop correction tioe m-parton cross section is denoted by
do J‘\/;]2VLO'

Both types of NNLO subtraction terms can be constructed fantenna functions. 1005 v, o,
one has to distinguish four different types of unresolvedfigorrations: (a) One unresolved parton but
the experimental observable selects omlyets; (b) Two colour-connected unresolved partons (celour
connected); (c) Two unresolved partons that are not colonnected but share a common radiator (al-
most colour-unconnected); (d) Two unresolved partons dhatwell separated from each other in the
colour chain (colour-unconnected). Among those, confiumga) is properly accounted for by a single
tree-level three-parton antenna function like used alfreidNLO. Configuration (b) requires a tree-level
four-parton antenna function (two unresolved partonstechibetween a pair of hard partons) as shown

in Figure[I6®, while (c) and (d) are accounted for by prodadtivo tree-level three-parton antenna
functions.

In single unresolved limits, the one-loop cross sectien%’]lvw is described by the sum of two
terms [563, 642—-645]: a tree-level splitting function tsr@one-loop cross section and a one-loop split-
ting function times a tree-level cross section. Consedyethie one-loop single unresolved subtraction

term da]‘\/,]s\;lw is constructed from tree-level and one-loop three-partdaraa functions, as sketched in
Figure[I&Y. Several other termsdn]‘\/,]s\;lw cancel with the results from the integration of terms in the

double real radiation subtraction tednf,NLO over the phase space appropriate to one of the unresolved

partons, thus ensuring the cancellation of all explicitanéd poles in the differenatr )y ;o —doxayro-
Vs,

Finally, all remaining terms idoy v, , anddo /v, have to be integrated over the four-parton
and three-parton antenna phase spaces. After integrétierinfrared poles are rendered explicit and

cancel with the infrared pole terms in the two-loop squaredrinelementlo )iy, -

190



m+1

m+1

Fig. 167: lllustration of NNLO antenna factorisation reggating the factorisation of both the one-loop “squaredtrina
elements (represented by the white blob) and (the+ 1)-particle phase space when the unresolved particles aceircol
connected.

32.32 Derivation of antenna functions
VS,1

The subtraction termdo s, ., do3 1 anddo '3 o require three different types of antenna functions
corresponding to the different pairs of hard partons fogritre antenna: quark-antiquark, quark-gluon
and gluon-gluon antenna functions. In the past [485, 599]QMNntenna functions were constructed
by imposing definite properties in all single unresolveditéingtwo collinear limits and one soft limit
for each antenna). This procedure turns out to be impraaicBNLO, where each antenna function
must have definite behaviours in a large number of single autbld unresolved limits. Instead, one
can derive these antenna functions in a systematic manower physical matrix elements known to
possess the correct limits. The quark-antiquark antennetiins can be obtained directly from the
eTe” — 2j real radiation corrections at NLO and NNLO [620]. For qugtiéen and gluon-gluon
antenna functions, effective Lagrangians are used torolx@e-level processes yielding a quark-gluon
or gluon-gluon final state. The antenna functions are thdaimdd from the real radiation corrections
to these processes. Quark-gluon antenna functions weikeedg¢633] from the purely QCD (i.e. non-
supersymmetric) NLO and NNLO corrections to the decay ofah@eutralino into a massless gluino
plus partons [646], while gluon-gluon antenna functior@]gesult from the QCD corrections to Higgs
boson decay into partons [647, 648].

All tree-level three-parton and four-parton antenna fiomst and three-parton one-loop antenna
functions are listed in [621], where they are also integlatising the phase space integration techniques
described in [626].

32.33 Application tete™ — 3 jets

To illustrate the application of antenna subtraction on a-mivial example, in [621, 649] theé /N2-
contribution to the NNLO corrections e~ — 3 jets was derived. This colour factor receives con-
tributions from~y* — ¢gqggg and~* — qgqqg at tree-level [650-652]y* — qggg and~y* — ¢gqq at
one-loop [480-482, 653, 654] and — qgg at two-loops [655, 656]. The four-parton and five-parton
final states contain infrared singularities, which needdcaktracted using the antenna subtraction for-
malism.

In this contribution, all gluons are effectively photokdi and couple only to the quarks, but not
to each other. Consequently, only quark-antiquark antémnetions appear in the construction of the
subtraction terms.

Starting from the prograrEERADZ2[485], which computes the four-jet production at NLO, the
NNLO antenna subtraction method for théN? colour factor contribution te*e~ — 3; was imple-
mented. EERADZalready contains the five-parton and four-parton matrimelets relevant here, as well
as the NLO-type subtraction terms.

The implementation contains three channels, classifiechdly partonic multiplicity: (a) in the
five-parton channel, one integratés% \,; , — do¥ 1 o; (0) in the four-parton channel, one integrates
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V1 VST Ly : 2 S VS1
dox o — donyi o; () in the three-parton channel, one integrate s, + dos y 1o + Ao o-

The numerical integration over these channels is carriethponte Carlo methods.

By construction, the integrands in the four-parton andetfparton channel are free of explicit
infrared poles. In the five-parton and four-parton chantie,proper implementation of the subtraction
was tested by generating trajectories of phase space @ppte®aching a given single or double unre-
solved limit. Along these trajectories, one observes thatantenna subtraction terms converge locally
towards the physical matrix elements, and that the carnicgllaamong individual contributions to the
subtraction terms take place as expected. Moreover, thieatoess of the subtraction was checked by
introducing a lower cut (slicing parameter) on the phasespariables, and observing that our results
are independent of this cut (provided it is chosen small ghpuThis behaviour indicates that the sub-
traction terms ensure that the contribution of potentiallygular regions of the final state phase space
does not contribute to the numerical integrals, but is actsifor analytically.

Finally, is was noted in [621] that the infrared poles of th4oop (including one-loop times
one-loop) correction tg* — ¢gg are cancelled in all colour factors by a combination of irdbed three-
parton and four-parton antenna functions. This highly tramal cancellation clearly illustrates that the
antenna functions derived here correctly approximate Q@Direlements in all infrared singular limits
at NNLO. They also outline the structure of infrared carat@hs ine™e~ — 3; at NNLO, and indicate
the structure of the subtraction terms in all colour factors

32.34 Outlook

The antenna subtraction method presented here allows bimstion of infrared singularities in the
calculation of jet observables at NNLO. It introduces sattion terms for double real radiation at tree
level and single real radiation at one loop based on antamw@ioéns. These antenna functions describe
the colour-ordered radiation of unresolved partons betwe@air of hard (radiator) partons. All an-
tenna functions at NLO and NNLO can be derived systemagidedim physical matrix elements. To
demonstrate the application of the new method on a noratrédample, the NNLO corrections to the
subleading colour contribution to"e~ — 3 jets were implemented.

An immediate application of the method presented here isdtoailation of the full NNLO correc-
tions toete~ — 3 jets. The antenna subtraction method can be further gésetab NNLO corrections
to jet production in lepton-hadron or hadron-hadron cialfis. In these kinematical situations, the sub-
traction terms are constructed using the same antennddnsgcbut in different phase space configura-
tions: instead of thé — n decay kinematics considered hete;» n scattering kinematics are required,
which can also contain singular configurations due to singléouble initial state radiation. These re-
quire new sets of integrated antenna functions, accouftiritpe different phase space configurations in
these cases.

32.4 The sector decomposition approach to NNLO cross sectis ®®
32.41 General aspects

Sector decomposition is a general method to disentanglesatate overlapping singularities, of both
ultraviolet and infrared nature. As the infrared singtiesi occurring in NNLO calculations involving
massless particles can be entangled in a very complicatgd-wa the virtual two-loop integrals as
well as in the real radiation parts — sector decompositigrarsicularly helpful in the context of NNLO
calculations. Originally, it has been conceived by K. Hepp7] for overlapping ultraviolet singularities.
Its first phenomenological application can be found in [622}d in [623] it has been developed to
an automated tool to calculate multi-loop integrals nuoaly in the Euclidean region. It has been
successfully applied to various types of multi-loop inedgi{658—662]. Its application to NNLO phase
space integrals, first proposed in [624], saw a very rapictldgment recently [625-627] and already

%8author: G. Heinrich
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lead to NNLO results foeTe™ — 2jets [619], Higgs production [618] and muon decay [662].663],
first results on its application @™ e~ — 3 jets were presented.

The advantages of the sector decomposition approach rieside fact that the extraction of the
infrared poles is algorithmic, being done by an algebralr@utine, and that the subtraction terms can
be arbitrarily complicated as they are integrated only micaly. However, the size of the expressions
produced by the iterated sector decomposition is rathgeladn the other hand, the methods based on
the manual construction of an analytic subtraction scheie, 621, 628—635, 649] allow maximal (i.e.
analytical) control over the pole terms, and insure a mihimianber of subtraction terms.

32.42 The method

The universal applicability of sector decomposition goaskiio the fact that it acts in parameter space by
a simple mechanism. The parameters can be Feynman parannettee case of multi-loop integrals, or
phase space integration parameters, or a combination lof liothe following, the working mechanism
of sector decomposition will be outlined only briefly, dé&taian be found in [623,627].

An overlapping singularity in parameter space is of the type

I:/dx/dy:ﬂl (z+y)" L,

where a naive subtraction of the singularity for— 0 of the form

Lot R ot fey) — f(0,y)
/Odw/(] dy flz,y) = 5/0 dy f(O,y)—i—/O dx/o dy . (128)

fails. To solve this problem, one can split the integratiegion into sectors where the variableandy
are ordered:

I—/ dm/ dyz " (z +y) Oz —y)+O(y — x)] .
——— —
(a) (0)
Then the integration domain is remapped to the unit cubeerAfte substitutiong = x ¢ in sector (a)
andz = yt in sector (b), one has

1 1 1 1
I = /dxw_l_G/ dt(1+t)_1+/ dyy‘l‘f/ dtt 7 (1)
0 0 0 0

where all singularities are factorised. For more compdiddtinctions, several iterations of this procedure
may be necessary, which can be easily implemented into amatgd subroutine. Once all singularities
are factored out, subtractions of the type128) are passibtl the result can subsequently be expanded
in e. Note that the subtractions of the pole terms naturally tegulus distributions [625] by the identity

o

= L)y (";!)" [1”1;(9”)} where / do f(x / dp L@ =IO oy

n=0

In this way, a Laurent series inis obtained, where the pole coefficients are sums of finitarpater
integrals which can be evaluated numerically.

For the numerical evaluation of loop integrals it has to mueesd that no integrable singularities
(e.g. thresholds) are crossed which spoil the numericalergence. For integrals depending only on a
single scale, which can be factored out, this does not posetden at all. For integrals with more than
one scale, like for example two-loop box diagrams, the signas more difficult, but in the case ef e~
annihilation to massless final state particles, evaluaii@r the whole physical region is possible, as the
kinematics of these processes is such that all Mandelstaabies are always non-negative.
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32.43 Application tazte™ — 3jets at NNLO

In order to focus on a concrete example of phenomenologiavance, we will discuss the application
of sector decomposition to the calculationedfe~ — 3 jets at NNLO in the following.

Virtual contributions  The contributions to the amplitude which involve virtuakgrals are composed

of the two-loop corrections combined withla— 3 particle phase space, and the one-loop corrections
combined with al — 4 particle phase space where one particle can become sofiraadlinear. In
both cases, sector decomposition for loop integrals [6a8]serve to extract the polesire from the
integrals. In what concerns the two-loop integrals, thi$ pauld also be taken from the literature, as the
full two-loop matrix element is known analytically [655,&5 This would save a considerable amount
of CPU time. The two-loop matrix element will only depend be tnvariantsy; = s12/¢%, yo = s13/q>
andys = s23/¢°, whereg? is the invariant mass of thete~ system and_>_, y; = 1. The subsequent
phase space integration over thds trivial, and the 3-jet measurement function will makeestivat all
events where a singular limjt — 0 is approached will be rejected.

In the case of the one-loop contributions, the most comigitabjects will be 5-point integrals
with one off-shell external leg. Sector decomposition V&Hid to a result in terms of five independent
scaled Mandelstam invariangs. This result has to be calculated up to oreféras it will be combined
with the 1 — 4 parton phase space where one parton can become unresaaduhgl tol /s2 poles.
This does not constitute a problem, as the expansions tethater ine, as well asl — 4 parton phase
space integrals, are well under control within sector dgmmsition. It is also possible to do parts of the
loop integrations analytically to achieve a form which iga&le for subsequent sector decomposition
[662,664]. However, these contributions have not yet beeldmented completely into a Monte Carlo
program, because priority has been given to the most clgafigrpart, which is the integration over the
1 — 5 parton phase space where up to two partons can become weigsol

Real radiation at NNLO As mentioned above, the main difficulty in calculating thalreadiation
part ofeTe™ — 3jets at NNLO is the isolation and subtraction of the infrapedes which occur when
integrating the squared amplitude over the phase spacg fer 5 partons. In [663], a method has been
developed to tackle this problem. The correctness of thdtssfor the integrals over the — 5 particle
phase space can be checked by exploiting the fact that thewemall cuts of a given (UV renormalised)
diagram must be infrared finite. This is shown in Figurel168afeample diagram: Summing over all
cuts of this diagram and performing UV renormalisation, W& the condition

Tis+21T1a+20T13+ 23719 = finite, (129)

whereT’_,; denotes the diagram withcut lines. The renormalisation constanigin Feynman gauge)

=
00000

PALIIIN

| | |
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0000Q0000

+ 21 VAVAVE ol = finite

Fig. 168: Cancellation of IR divergences in the sum overatt of the renormalised graph

are given by [627,663]

o 1 9 [ Qs\2 1 1 3 (053 1 1 1
a=Crt 2.2 =Ch(Z) (@_E>’z3:CF<E) (@‘@*@) (130)
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The important new ingredient in e@._{129) is the calculatbfi;_.5. The sector decompostion method
leads to [663]

B ag 0.16662 1 e
Tis = —C% ( - ) Tlﬁ{ 3+ 3 (14993 — 0.4999 log (u >]
2 2
[5 5959 — 4.4978 log (Z ) +0.7498 log> (ﬂ )] + flnlte} . (131)

where the numerical accuracy is 1%. The expressions egtegn12D) fori < 5 combine to [663]

21 T1-4 + 20T 3+ 23112 = (132)

o 11 Q2 1 9 G 3 q2

We can see that the poles [D{132) are exactly cancelled bg-heton contribution[{I31) within the
numerical precision.

Differential cross sections for various observables Although the sector decomposition approach is
considered to be a “numerical method”, as the pole coeffisiare only calculated numerically, the iso-
lation of the poles is an algebraic procedure, leading td afdinite functions for each pole coefficient
as well as for the finite part. This feature allows the in@usof any (infrared safe) measurement func-
tion, at the level of the final Monte Carlo program, which meémat the subtractions and expansions
in e do not have to be redone each time a different observable is comsidélowever, some optional
information about the physical singular limits, which doeg spoil the above property, can be included
at the stage of the-expansion, thus avoiding the subtraction of certain “sug” singularities.

In [663], it is shown how the four-momenta of the final statetipkes in terms of energies and
angles can be reconstructed from the variables in whichabtisdecomposition is performed. In this
way, fully differential information about the final state asailable, such that observables can be cal-
culated which cannot be cast into analytic functions, ba&omplicated subroutines in the numerical
program. As an example, the JADE algorithm [665] to define&—and 5—jet events has been im-
plemented into a Monte Carlo program built upon the outpwtesttor decomposition [663], using the
multi-dimensional integration package BASES [666]. Thehéecture of the program, being the one
of a partonic event generator, is such that the JADE alguaritAn be easily replaced by a different jet
algorithm, and shape observables can also be defined.

32.44 Outlook

The method outlined here is a very powerful tool, especialiywhat concerns the double real radiation
part of NNLO calculations, as it requires neither the mamaastruction of subtraction terms, nor the
factorisation of the phase space and the analytic integrati the subtraction terms in the singular lim-
its. A disadvantage of the sector secomposition approagives by the fact that it produces very large
expressions, as in each decomposition step, the numbeigofairfunctions increases. Therefore, CPU
time is an issue for the treatment of processes with a largertof massless particles in the final state.
However, the method sketched here relies on a division oathlitude squared into different “topolo-
gies” corresponding to different classes of denominatoictires, such that the problem is naturally split
into smaller subparts. If such a “trivial parallelisatiois’ not sufficient, there is still the possibility to
parallelise the evaluation of the functions produced byasetecomposition. Furthermore, the size of
the expressions can be reduced by including informatiomtglloysical limits already at the level of the
g-expansion, without loosing any flexibility for what connsrthe definition of observables at the Monte
Carlo level.
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For the parts of the full matrix element ferfe~ — 3jets at NNLO considered so far, the nu-
merical stability is very good. A reason might be that thetsadiions within the sector decomposition
method are local in the sense of plus distributions, i.esthgular limits in each integration variable are
directly subtracted.

As the method is based on a universal algorithm acting ogiaten variables, it will surely see a
number of interesting applications in the future, in panc for what concerns the production of massive
particles.

Part IV
MONTE CARLO ISSUES

33. ON REWEIGHTING TECHNIQUES ©°

Fixed-order computations in perturbation theory are attarezed by low-multiplicity, parton-level final
states. These are by far and large unrealistic, and cannaddzein complex simulations such as those
performed by experiments to compute acceptances and tp datector responses. For such purposes,
parton shower Monte Carlos (MCs) are used instead. It is kadlvn, however, that MCs lack the
capability of giving reliable predictions for total ratestefor observables sensitive to largg-emissions.

To compensate for this, MC results are typically multipl®dN‘LO K factors, i.e. the ratios of MO
cross sections over LO ones; this procedure is called réatiegy Obviously, there are as mahyfactors

as observables; the standard approach is that of using tfeetor relevant to total rates. It is easy to
realize, however, that suchiafactor does not lead to any improvement of the MC resultsraasfahapes
are concerned. An alternative approach [312] is that otialga given observabl@, and reweight with
the “differential” K factor K (O). This will certainly correct the shape ¢f to the NLO accuracy, as
well as the total rate. The question is what happens to theeshaf other observables (and everitan

the case in which cuts are applied, which cannot be implesdentthe fixed-order computation used to
obtain K (0)).

The purpose of this note is to show that unweighting may &gtiead to worsening, rather than
to improving, leading-order Monte Carlo results. In ordedb this, it is sufficient to find an example in
which this happens. Such example can be easily worked oheindntext of a simple two-dimensional
model. Thus, | consider the case of two kinematic variabligs the following ranges

p, 0<p<1; =z, 0<z<l1. (133)
| assume that the doubly-differential cross section is

doT 2

dedp — T(a—1,1)
e~ 1/p 1 1 1—p 1\ /1 1—p

I(a,z) = / dttvte™! (135)

X

where

is the incompletd” function, and the superscript T means “true”. In Eq.{134nd« are free parame-
ters; | assume that
a>1; —1<a<l, (136)

8Contributed by: S. Frixione
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where the latter condition implies that the cross sectiguostive definite. It is a matter of simple algebra
to compute the single-inclusive and total cross sections

do™ 1 e~ Up
dp —~ Tla-11) p* ° (137)
do” 1 T(a—2,1)
w - ° (5_”6) (Ha_o‘r(a—m))
1 T(a—2,1)
T = 1. (139)

The total rate is equal to one thanks to the prefactor thatagmnthel’ function in Eq. [I34), which
has actually been chosen for this purpose. Hgs] (132)-&8R)est thap may be seen as a rescaled
(transverse) momentum; the larger the parametére more steeply falling the distribution. The nature
of  doesn't need to be specified here, since what follows agtaalplies toany observable; in order
to simplify the discussion, | assume that the cross secsom ¢onstant in the ranges < 1/2 and

x > 1/2 (see Eq.[{138)); the difference between its values in thasges (i.e. the steepnessief’ /dx)

is proportional tax. Notice thatz andp are correlated, and that the sloperirs flatter the largep.

| now want to apply the reweighting procedure of ref. [312]camputedo/dz. The correct
answer is that of EqL{IB8), which in an MC simulation is oh¢gi by filling z bins with the weights
computed with Eq.[{I34) for all of the phase-space pofnt®) sampled during the run. However, in
order to follow the procedure of ref. [312], | must assumé tha true doubly-differential cross section
(i.e., the correct MC simulation) is not available. Whatvaitable is an MC simulation which is known
to necessitate corrections. In the present simplified amprothis corresponds to a doubly-differential
cross section that | write as follows:

do? 2

= — - 140
dxdp r'i—-1,1) (140)

TR el DG )

where the superscript U stands for “uncorrected”. The fonal form of Eq. [14D) is identical to that
of Eq. (I34); this obviously doesn’t need to be so, but it difiés the computations. The two cross
sections are different, however, since in generat b anda # (. The single-inclusive “uncorrected”
cross section can be obtained from EGS.1137) (138) atformal replacements— b anda — (5.

In particular, we have

X

LA e(%_gg> (1+5—ﬂ£22 fﬂ)
4 @<x—;>< 5+5FEZ’ fi;) (141)

Ref. [312] proceeds by computing tihedependent correction factor

do™ [ doY r'b-1,1) ,_
K(p) = = “ 142

which is then applied event-by-event in the MC simulationtHe formalism of this note, this is equiva-
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lent to defining a “corrected” doubly-differential crossten

do® doV
= K

dxdp (p) dxdp

2

Ia—1,1)

o) 652

from which we obtain the “corrected” differential distrifoon

R I =)
( )

=

We must now understand whether Hg.{]144) is a good approximat Eq. [I38). In order to study this,
| introduce the shorthand notation

(143)

X

dos do? 1
= ® (5‘“)7 (149)
dod do? 1
where A=T, U, C and define

do?¢ [ doT

R = —=— [ ==, (147)
do?° [ doT

RYZ¢ d; d; , (148)

do?¢  do%¢ dof  do¥
ve = - = —= = . 149
S < dz dz ) / < dz dz ) (149)

If the “uncorrected” cross sections were coincident with tlrue” ones, theR's and S’s defined in
Egs. [14F¥)HI49) would be all equal to one. On the other htrel)arger the values di? — 1| and
|S — 1], the worse the agreement between the “true” cross sectithari‘uncorrected” or “corrected”
ones. By construction?. and R-. are relevant to the rate far < 1/2 andx > 1/2 respectively, while
S'is relevant to the slope.

Using Egs.[(I38)[(141), and{144) we readily get

v _ Tla-11) Q+8Ib-11) - FrH-21)
Re = rb—1,1) 1+a)la—1,1) —al(a—2,1)’ (150)
¢ _ (1+PTa—1,1)—pT(a—-21)

R< - (1—1—0&)F(a—171)_ar(a_2,1)’ (151)

BT(a—1,1) T(b—1,1) — T(b—2,1)

o= al(b—1,1) T(a—1,1) =T(a—2,1)’ (152)
5° = g (153)

and the results fokRZ“ can be obtained from Eq€{150) aid{151) with the formala@mhentsy —
—a, f — —f. With the equations above we can explicitly verify that wiea « andg = « (i.e., the
“uncorrected” cross section is identical to the “true” qnbgnR = S = 1.
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Fig. 170: As in Fig[CIE, except for the valuetghereb = 7.

| proceed by observing that, if the derivative of the “truedlistribution has the opposite sign of
that of the “uncorrected’ distribution (say, the former is decreasing while the latancreasing, i.e.
a > 0andg < 0), then clearly the reweighting cannot correct this behayias is most evident from
Eq. (I53). In order to have an idea of what happens in gerlgutlt in Figs.[I6® an@110 the quantities
1—-RY,1— R%,andRY — RY, as functions of} for given values ofy, a, andb. In Figs[I71 anf 112 |
plot1 — SY, 1 — S andSY — S¢. By inspection of the figures, we can see that wherpttteue” and
“uncorrected” distributions are similaw (= 4, b = 4.5), the difference between the “uncorrected” and
“corrected” z distributions is fairly marginal; the “corrected? distribution may display a disagreement
with respect to the “true’r distributions that can be as large as 50%. The agreementthgttirue”
result obviously improves whefi ~ «, but in such a case one wouldn’'t advocate the necessity of a
reweighting procedure at all. In the case in which gHeincorrected” distribution is much steeper than
the “true” one ¢ = 4, b = 7), the effect of the reweighting is more pronounced, but daissn’t imply
that the “corrected’ distribution improves the “uncorrected” one, since thipegr's to depend on the
value ofa. In any case, the “corrected? distribution agrees better with the “uncorrected” tharhwiite
“true” one.

In conclusions: it is obvious that the functional form chogeere for the cross section is too
simplistic to give a proper description of the complex firtats which emerges from a hadronic collision.
It does show, however, that the results of reweighting magoograry to expectations, since the corrected
cross section may have a larger disagreement with the @hysiass section than the uncorrected one.
As expected, this is more likely to happen when the reweaightunction (Eq.[[I4R) in the context of
the model discussed in this note) is not flat, which is prégiataen the use of an observable-dependent
K factor would be advocated. For the majority of the parameteices considered here, reweighting
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does improve the “uncorrected” result, but the improvenmemprretty marginal. It is impossible to say
whether this will also be the case for a physical observalblappears in fact that only the comparison
with the “true” result allows one to assess the accuracy witich the reweighting does its job. If the
“true” result is not available, it is impossible to give a aduestimate of the uncertainties involved in
the procedure. Clearly, the availability of the “true” r&ésmould render the whole procedure useless; a
practical strategy may then be that of checking that theected cross sections obtained starting from
two or more different “uncorrected” predictions (say, léag from different Monte Carlos) are in better
mutual agreement than the “uncorrected” ones; it is cleawever, that such a strategy may easily fail.

34. LCG MCDB — DATABASE OF MONTE-CARLO SIMULATED EVENTS 70
34.1 LCG MCDB Overview

The LCG MCDB proposal was presented at the Les Houches wapkish2003 [667, 668] This paper
gives a status report of the LCG MCDB project.

The LCG MCDB project has been created to facilitate commatito between experts of Monte-
Carlo (MC) generators and users of the LHC collaboratiohgrdvides flexible infrastructure to share
generated MC event samples (MC samples) and the corresgphdbk-keeping in a convenient way,
with dedicated interfaces to the users and to the authors.

The LCG MCDB tool is particularly useful for samples thatueg a frequent interaction between
users and MC experts, or significant CPU resources. Nowatlayd CG MCDB project is ready for
LHC community and provides many useful interfaces for argtud MC samples and for the users. A

"OContributed by: P. Bartalini, S. Belov, L. Dudko, A. Gusev,@herstnev
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dedicated web server has been deployeth://mcdb.cern.ch

The adoption of a central database of MC events is motivagesinbulation needs which are spe-
cific to the high energy physics domain. In general, the cbrk&C simulation of complex processes
requires a rather sophisticated expertise. Often, diftgohysics groups in various experimental collab-
orations approach the same experts and authors of MC gersnaspectively, in order to generate MC
samples for a particular physics process. Having theset®wtored in a public place along with the
corresponding documentation, allows for direct cross ks the performances on reference samples,
and prevents possible waste of precious human and compesogrces.

The main motivation behind the MCDB project is to make sojtased MC event samples avail-
able for various physics groups. For example, the same M@lssmof Standard Model (SM) processes
can be used for the investigations in some SM effects as welllzackground for some studies of new
phenomena. Public availability of the event samples helpspeed up the validation procedure of the
events and provides the public stage for rapid communicdieiween authors of the samples and their
users. The previous version [669] of MCDB was launched byaNES collaboration in 2002. The main
limitations of the CMS MCDB are the AFS based storage supmpanly small size MC samples (ba-
sically only parton level events from matrix element to@e}l the lack of search functionalities, mostly
based on phonetic keys.

The significant interest shown by the potential users migti/ghe MCDB migration to the LCG
framework, benefiting from a much more powerful, standa&diand exportable software tools that are
available to all the LHC collaborations. The LCG MCDB [678]dow almost ready. In the next sections
we will briefly describe the subsystems and modules of the MIZDB, providing instructions for the
users.

34.2 LCG MCDB Description

The subsystems and software technologies adopted in theM.CIOB are described in this section. The
LCG MCDB is based on the following software technologies: BYEGI, PERL, SQL, XML, CASTOR
and GRID. All of the developed software is available in LCGE£M71]. The software is organized as
a set of modules with the possibility to export the LCG MCDBtware to other sites on the grid. We
provide a daily backup of the SQL DB and double mirroring & amples in CASTOR.

The main concept of the LCG MCDB is the ARTICLE, which is a do@ant describing a set of
event samples. MCDB articles are divided into CATEGORIES, & set of articles concerning a partic-
ular type of physics process (e.g. top physics, Higgs peysictheoretical model (e.g. supersymmetry,
extra dimensions). There are four different types of pesiiss to access the LCG MCDB. The USER
access is reserved for users who are interested in reqgestiew event sample or in downloading or
documenting comments to the already published event samplee AUTHOR access is reserved to
authorized users (MC experts). Only an AUTHOR can uploadragwent sample. The MODERATOR
access is reserved to moderators who manage author prafdemenitor other information. The AD-
MINISTRATOR access is reserved to software developers aaidtainers who take care of the LCG
MCDB itself. The scheme of the LCG MCDB is shown in HIg1L.73.

34.21 WEB interface
The main interface of the LCG MCDB is based on WEB technokgikis split in two parts:

> The user interface, where any user can apply for new evenplsansearch and browse for the
already available samples, read the description of thetevéownload the samples, ask a question
about the samples and read the previous discussion congetni

>> Author area, where authorized authors can upload new sarptbe database and describe them
using a template system. The system has a lot of pre-entefedniation. Authors can interact
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Fig. 173: Scheme of the LCG MCDB

with users on the public forums attached to each articleh\Wi¢ same interface authors can edit
previous articles or make the articles temporarily inasit¥s to users.

34.22 SQLDB

The LCG MCDB adopts MySQL. The SQL technology provides a ibi#tg to keep information in

a very structured way. Authors provide documentation oir teeent samples through forms with pre-
filled forms from the cache or from the selection menu. In W&y the description of new events (e.g.
MC generator, theoretical model, parameters of generakimematic cuts, etc.) turns out to be much
simplified.

34.23 Storage

For the native storage of event samples we have selected ORS672], because of the absence of
serious space limitations and considering its popularitthe LHC collaborations. We provide direct
CASTOR paths for all LCG MCDB samples along with the posgibtb get the samples through differ-
ent interfaces (http, GridFtp etc.). A local disk cache eysts used to speed up the storage operations.

34.24 Search engine

Since we use a SQL DB, itis possible to provide the possitiit a variety of complex search queries,
including those specifying relations between DB objectse dieployed WEB search interface is realized
as a dynamic query construction wizard which is based onahaSkript XML-query constructor. The
development of application programming interfaces to ifjgeexternal software (for example a simu-
lation framework of a LHC collaboration) may benefit of siamiltools in order to simplify the query
construction.

34.25 Authorization

We pay a special attention to the security of the transastionall LCG MCDB operations. There
are two possibilities of authorization. The first one is tiiharization with CERN AFS/Kerberos lo-
gin/password, all of the transactions are encrypted by ®8hniology. The second possibility is to
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authorize with LCG GRID certificates. Authors can choose @frijrese two types of authorizations or
both of them. Both of these authorization methods are stdreteCERN and any CERN user can use at
least one of these two methods.

34.26 Documentation

Most of the LCG MCDB documentation is available from the datitd web server. The information
is separated in two parts, corresponding to the technicdlttae user part. The first part describes the
implementation of the LCG MCDB itself. The second part isamiged as a set of HOW-TOs for users
and authors. A separate documentation (available from YH& I€pository) is devoted to the developers
of the LCG MCDB software.

In most of the cases it is appropriate to refer to the set iH@®&V-TO for the users and authors,
which provides short answers on the most common questiafiscairesponding links to solutions of
the problems. A brief start-up manual for not experienceGLMICDB users is also available in the next
section of this document. In addition, there are two freelyeasible mailing lists dedicated to users and
developers. Their addresses are available in the docutiengection at the main web page.

34.27 API to collaboration software

In the near future, some emphasis will be put on the develapofeapplication programming interfaces
(API) specific to the simulation environments of the LHC abbrations. This work will require constant
interaction with contact persons in the LHC collaboratiohke main idea of this subsystem is to write
a set of routines for the collaboration software which waailldw a direct access to the LCG MCDB
files during the MC production on computer farms. Access tGUECDB samples should not represent
a big issues as, at present, collaboration software caadgirese the direct CASTOR paths to get the
event samples or download the samples from web interfaces.

34.28 HEPML, unified XML format of simulated events

Another useful feature, which we plan to implement in the LEIGDB, is a unified XML format of
event samples. At present, each MC generator supports it®otput format.

Some authors of matrix element tools provide interface nog to pass the events of a particular
MC generator to the subsequent level of simulation (e.gwshiag, hadronization decays) which are
based on the Les Houches Accord number one .

However, there is still no agreement on a possible unifiech&bito save intermediate MC infor-
mation to a file. The most appropriate technology for the ediBvent format seems to be XML, which
provides the possibility to describe the stored informratioa very flexible and standardized way. Differ-
ent MC generators may use the same tag for the descriptioptofsacs parameter, or may need to keep
specific information (through the introduction of a dedichtag). In other words, the HEPML format
should consist of many possible XML tags, separated in tferént sets describing general and MC
specific information respectively. Possible internal didepof this representation to the most popular
Monte Carlo generators would result in a significant improgat of the Monte Carlo documentation
and book-keeping. The LCG MCDB project will in any case suppcet of HEPML tags to document
event samples internally, and will promote its usage inro#myironments. The first practical attempts
to introduce a standardized set of MC tags has been perfoaineady, for example by the CEDAR
collaboration [673]. A dedicated document discussing &taits of the requirements and describing the
HEPML proposal will appear in the near future.
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34.3 How to use the LCG MCDB.

A user who needs simulated events for a particular procas®mavse the MCDB categories and sub-
categories (menu at the left side of the main LCG MCDB web [j6@6]) and verify, whether an ap-
propriate sample has been already generated. If this isathe the users may want to read the article
describing how the event sample has been prepared (pararogtke theoretical model, generator name
and generation parameters, kinematic cuts, etc.). At titernoof the page a link to the uploaded file(s)
is provided, as well as the CASTOR path. On top of that, the padpe also contains a link to the
"Users Comments” interface, where users can ask questlomg ¢he sample and browse the previous
discussion on the article. Users do not need any autharizédr the steps described above.

The following procedure has to be followed if one needs tdiphla sample in the LCG MCDB
(becoming author):

1. Register as a new author with the link at the right side nadrthe web page [670], wait for the
confirmation e-malil

2. Login to the LCG MCDB authors area

3. Choose "Create New Article” in the authors menu which aplpear at the right side after the
authorization.

4. Fill all necessary fields in the documentation templatactvwill appear (title, generator, theoret-
ical model, cuts, etc.)

5. Upload your event files in the "Event Files” sub-window.

6. Click "Preview/Save” slice and check the box "Publish”

To be authorized in the LCG MCDB, the author needs a valid CBRIS login or a LCG digital
certificate. Authors can save unfinished articles in MCDB sesime to correct them at any moment.
Authors can edit their previous articles that are alreadjiplied on the web or make the articles publicly
inaccessible for a while.

The LCG MCDB team will appreciate any possible bug repoddfeck, comments or suggestions
for possible new implementations concerning the LCG MCDB.

35. SUPPORTING MONTE CARLO GENERATORS AT THE LHC "t

35.1 Introduction

The LCG Simulation project covers a range of activities eghmulation as part of the LCG Applications
Area, encompassing common development and validation woréing the LHC experiments on the
GEANT4, FLUKA and GARFIELD simulation engines as well as ooifle Carlo generators.

The mandate of the LCG Generator project is to collaborath Monte Carlo (MC) generators
authors and with LHC experiments in order to prepare, vedidend maintain LCG code for both the
theoretical and experimental communities at the LHC, sigatfie user support duties, providing assis-
tance for the development of the new object oriented gemrsrand guaranteeing the maintenance of the
older packages on the LCG supported platforms. Contacoper®r most of MC generator packages
relevant for the LHC and representatives for all the LHC expents have been agreed. Four different
work packages (WP) have been defined:

WP1 Generator services library;

WP2 Event interfaces and particle services;

WP3 Production, storage and book-keeping of public geoelatel events;
WP4 Monte Carlo Validation.

This paper describes the status and the development gwgdel the four different work packages,
concentrating on the main activity, i.e. the MC generatovises library (GENSER).

"Contributed by: P. Bartalini, L. Dudko, M. Kirsanov, A. Skarev
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35.2 WAPL1: the generator services library

Two different options are available to support Monte Cadokages in LCG: they can be simply stored
in the LCG external area [674] or they can be rather migratdtie dedicated LCG Generator Services
module (GENSER) [675], adapting the directory structureoeding to the LCG policy. This second
solution has been adopted for most of the installed packadmsever, for each MC package, an ad-hoc
solution is found taking into account the authors directigad the user requirements. Top priority and
second priority packages pursued for inclusion in the ganetibrary have been indicated in the report
of the RTAG 9 working group.

35.21 GENSER

GENSER is the LCG module for MC generators and generatos.tolbilwas the first module in the

LCG Simulation CVS repository. The sources and the binaaresinstalled in AFS and the tarballs
are made available by the Software Process and Infrasteugtoup (LCG-SPI). This new library has
gradually replaced the obsolete CERN library for what cameg¢he MC generators support. In fact
GENSER is currently widely adopted as the standard MontéoGpmerators library by most of the

LHC experiments.

The management of the GENSER releases has been recenttywed@nd is currently coordinated
by the central LCG librarian from CERN PH/SFT. GENSER isyuldependent from other large
libraries and currently follows a quarterly release sche@eick bug fixes and special versions can be
produced under request. Most of the MC sub-package vergiakiced by the authors are installed.
Old versions are maintained as long as they are used.

Configuration and build systems for the librarian and endsuaee based on the SCRAM tech-
nology [676]; future versions of GENSER will support Make§ilas well. At the moment GENSER is
considered to be at the “production quality” stage. Theantrversion of GENSER (1.2.1) comprises
both shared and static libraries for the platform s&32.gcc323.

35.22 External Monte Carlo packages
The following MC generator packages are stored in the LC@reat area, however they are completly
supported in GENSER with corresponding examples and tésssu

e EVTGEN [677] version alpha-00-11-07;

e SHERPA [678] version 1.0.5, 1.0.6;

e COMPHEP [286] versions 4.2.p1, 4.4.0.

35.23 Internal Monte Carlo packages

The following MC generator packages have been migrated iIN&HER, along with the corresponding
test and validation code:

e PYTHIA [183, 284] versions 6.205, 6.217, 6.220, 6.221, 8,22223, 6.224, 6.227,6.304, 6.319,
6.320, 6.321, 6.324,

e HERWIG [33] versions 6.500, 6.503, 6.504, 6.505, 6.5060%,%.508, 6.510;
e JIMMY [34] version 4.1, 4.2;

e ISAJET [679] versions 7.67, 7.69, 7.71,

e HIJING [680] versions 1.36, 1.37, 1.383;

e MC@NLO [308, 309] version 2.3.1, 3.1.0;

e ALPGEN [397] version 1.3.2, 2.0, 2.01, 2.03, 2.05;

e TOPREX [321] version 4.09;

e MADGRAPH [325] version 3.2;
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e FEYNHIGGS [681] version 2.2.9, 2.2.10;

e LHAPDF [46] versions 1.1, 2.0, 3.0, 4.0,4.1.1, 5.0;

e PHOTOS [682] versions 207, 209, 2.14, 2.15;

e PHOJET [683] version 1.10;

e GLAUBER Xs [684] version 1.0;

e CHARYBDIS [685] version 1.001;

e STAGEN [686] version 1.07 (including TRUENOIR and two GRAWN codes);

e EVTGENLHC [687] versions 1.2, 1.3.
In this list, EVTGENLHC represents a special case. EVTGEMNLislthe LHC version of EVTGEN, a
Monte Carlo following the spin density matrix formalism th& particularly dedicated to the simulation
of B decays and specifically designed for B production at¥t§¢S) resonance. EVTGEN currently
comprises one of the largest tuneable and upgradeabletiatieof decay models.

EVTGENLHC has been set-up and provided in GENSER by the LHllalworation. It includes
an interface to the HEPMC event record that allows for matizdéion with plug-in to the most popular
general purpose Monte Carlo generators (typically partoaver QCD models). Mixing description and
CP violation implementation have been adapted to the caseafierent B meson production.

Common work between the LHC collaborations is currentlyeligping as a LCG Generator ac-
tivity, with the participation of the orginal EVTGEN autl®rThis project is concentrating on the imple-
mentation of particle polarizations and on the extensioth@fdecay models to BB, and to B baryons.
LCG Generator also pursues a common initiative betweenrempets at LHC, Tevatron and at the B
factories for the tuning of the EVTGEN decay tables (to becttmyed in WP4).

35.3 WP2: event interfaces and particle services

The goal of WP2 is to contribute to the definition of the stadddor generator interfaces and formats,
collaborating in the development of the correspondingiagpbn programming interfaces (API).

35.31 ThePEG

In order to favor the adoption of the new object oriented M@egators in the experiment simulation
frameworks, the LCG Generator project will share some nesipdities on the development and main-
tenance of the Toolkit for High Energy Physics Event GenenafTHEPEG) [688]. LCG Generator has
set a common milestone with the PHENOGRID initiative [688] imid 2005: the first test of ThePEG
and EvtGenLHC integration in Herwig++.

35.32 HEPML

HEPML [668] is a meta-data format where the information is-divided in two parts:

e The header, that contains the general information conugrtiie event sample, i.e. author, cre-
ation date, collider description, generator specific dgagration cuts, other physical parameters,
parser directives etc.

e The event records, i.e. the variable data of events writiesome compact format to one string
(particle momenta, colour chains etc.).

The header is stored in a text file with XML Syntax. The eveoobrds are zip-compressed and attached to
the header file. The HEPML meta-data format provides thesliaghe SQL search for public generator
level events (WP3).

35.4 WAP3: production, storage and book-keeping of public geerator level events

The goal of WP3 is to produce "certified” public generatorrévides to be used for benchmarks, com-
parisons and combinations. The format and the structureedfiles will be accessible to the simulation
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frameworks of the LHC experiments. Three different adtigithave been started in this work package:
simulation framework, production and book-keeping andsgfe.

35.41 Simulation framework

The development of a simple production and validation fraor& at generator level is a common soft-
ware project between LCG and CMS. A new package has beenndesighich is relying on HepMC
(event interface), ROOT and POOL (event storage). The leon of the framework will be available
in the end of 2005.

35.42 Production

A dedicated production centre integrated in the gird midie will provide the LHC experiments and
the other end-users with a transparent access to the puwilit &les. This will be essential for those
samples requiring an huge amount of CPU time and paraleizéechniques.

35.43 Book-keeping and storage

The LCG Monte Carlo Data Base (MCDB) [668] is a public senfimethe configuration, book-keeping
and storage of the generator level event files. A prototypeiigently in production on a dedicated web
server [690]. Details on MCDB are given in another sectiothebe proceedings.

35.5 WHP4: Monte Carlo validation

The Monte Carlo validation work package is divided in twdalié€nt parts: basic sanity checks and the
physics validation.

The activity is currently concentrating on the functionaligation of the generator packages in-
serted in GENSER. The basic sanity checks are currentlyppedd in a standalone way. The code is
provided by the authors, beta testers and librarians asdidbred under the TEST module in the simula-
tion repository. It will be subsequently integrated witle simple generator level production framework
(developed in WP3).

In the long term the physics validation will be performeddETWEB [691], assuming that it
will be interfaced to GENSER in a reasonable time scale lfiyenid 2006).
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